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Abstract

In this work, we aim to provide an in-depth understanding of the organizational learning curve and why significant differences in the rate of learning exist across organizations. We review what is known about organizational learning curves as well as what is unknown. In sum, much is known and much remains unknown. Few studies have “stepped inside the learning curve” to provide greater understanding of the organizational learning process underlying the learning curve. We contend that this understanding is essential for helping organizations learn better and faster, and thus, operate more effectively and efficiently in a dynamic world. Therefore, not only do we examine what is known about organizational learning curves, but also what is known about the organizational learning process. Much of the former research has been conducted by operations scholars, while much of the latter has been
conducted by organizational behavior scholars. By integrating research from both (of our) disciplines, we hope to provide a more comprehensive understanding of organizational learning and the venerable organizational learning curve.
The learning-curve phenomenon is widely known. As individuals gain experience with a task, they get better at performing that task. This observation is reflected in the oft-repeated adage, “practice makes perfect.” The phenomenon of practice-makes-perfect has been observed not just for individuals, but also for organizations. As organizations gain operating experience, organizational performance improves, albeit at a decreasing rate. Wright [182] was the first to document this “organizational learning curve.” He found that with every doubling of airframes manufactured, the amount of direct labor hours necessary to produce a single airframe decreased at a uniform rate. Since his study, in the vast majority of the literature, organizational learning has been inferred whenever organizational performance improved as a function of operating experience. Learning curves have been observed for several measures of performance in many different contexts. For example, Figure 1.1 shows an organizational learning curve for an airline learning to reduce customer dissatisfaction.

Interestingly, organizational learning curves show tremendous variation, even when organizations perform the same task. Some organizations learn fast, some learn slowly, and some do not learn
at all. The extent to which organizations differ in performance of the same task is amazing. Research shows that productivity for the best performer in the insurance industry is three times that of the worst performer [168]. Similarly, a comparison of regional Bell telephone companies showed that the best performer had 50% lower unit costs compared to the worst performer. Furthermore, although most of the telephone companies learned to reduce unit cost over time, some increased unit cost [168], indicating not only a slow rate of beneficial learning for some, but also that harmful learning occurs. Chew et al. [32] studied over 40 plants in a commercial food operation, and found productivity differences on the order of 3:1. Even after controlling for characteristics such as age, size, technology, and location, productivity differences of 2:1 remained. The authors noted that, “discussions with managers and our experience with plant networks studied over longer periods of time suggest that plant-to-plant variation is not a transient phenomenon and in fact, has persisted for a number of years” [32, p. 16].

However, poor learning and performance need not persist. A study by Pisano et al. [137] demonstrated the positive potential of organizational learning. The authors investigated 16 hospitals that implemented a new
technology for minimally invasive cardiac surgery, and found considerable variation in learning rates, as measured by improvement in operative procedure time. The best hospital completed the surgery in 143 minutes after 40 cases, while the worst hospital required 305 minutes after the same number of cases. Strikingly, one hospital (Hospital M) started out slowly — almost 60% slower than the sample average. However, it caught up and surpassed the sample average, attaining procedure times that were 40% faster than the sample average, after 50 cases. The authors attributed the dramatic improvement to the hospital’s use of deliberate learning activities and how they were performed.

Experts such as CEO Ray Stata of Analog Devices have argued that “the rate at which individuals and organizations learn may become the only sustainable competitive advantage, especially in knowledge-intensive industries” [157]. The rationale for the competitive advantage of learning rates lies in several trends. First, the rate of knowledge growth in many industries is astonishing. Consider the medical industry, in which over 10,000 studies are published annually about strategies to improve the clinical and operational effectiveness of health care delivery (Institute of Medicine, [81]). With such knowledge growth comes an imperative for organizations to quickly implement an abundance of new practices in order to better serve their customers. Second, organizational learning rates are important because of shorter product life cycles; the lead time for getting new products and services to market is decreasing, requiring organizations to learn to innovate faster. Third, many new ideas and technologies are complex; organizations must learn to apply them efficiently and effectively. Finally, the tremendous variation in performance across organizations creates an imperative for organization learning. To catch up with the highest performing organization, laggards have to learn faster. Likewise, if the highest performing organization wishes to stay ahead of the competition, it must improve at rate that is faster than the competition. Thus, every organization arguably has an incentive to learn as fast as possible i.e., to accelerate its organizational learning curve.

In this work, we aim to provide an in-depth understanding of the organizational learning curve and why significant differences in the rate of learning exist across organizations. We review what is known
about organizational learning curves as well as what is unknown. In sum, much is known and much remains unknown. Few studies have “stepped inside the learning curve” to provide greater understanding of the organizational learning process underlying the learning curve. We contend that this understanding is essential for helping organizations learn better and faster, and thus, operate more effectively and efficiently in a dynamic world. Therefore, not only do we examine what is known about organizational learning curves, but also what is known about the organizational learning process. Much of the former research has been conducted by operations scholars, while much of the latter has been conducted by organizational behavior scholars. By integrating research from both (of our) disciplines, we hope to provide a more comprehensive understanding of organizational learning and the venerable organizational learning curve.

We organize the remainder of this text as follows. To provide a foundation for our discussion, we begin by reviewing the definition of organizational learning (Section 1.1.) and where it occurs in organizations (Section 1.2). In Section 2, we shift attention to our primary focus — the organizational learning curve. We review various learning curve models, describing the measures of organizational experience and organizational performance that have been used to develop these models as well as the mathematical functions used to construct these models. We then summarize the evidence from these models; the evidence shows tremendous variation in organizational learning rates. Section 3 reviews frameworks for understanding this variation in learning rates and discusses variation that arises from differences in experience, deliberate learning activities, and other key sources. Section 4 examines the relative effectiveness of experience versus deliberate learning activities as sources of learning. We contend that these sources of learning affect performance through a process. Section 5 describes the steps that characterize the learning process inside the learning curve: From learning to better organizational knowledge to changed behavior to organizational performance. We discuss the significant challenges organizations need to overcome in order to advance along these steps.

Two decades ago, scholars called for organizations to become “learning organizations” [73, 149, 157]. Empirical evidence suggests that
many organizations have struggled to attain this goal [60]. We believe that this indicates a need for more research that aims to provide a better understanding of the organizational learning process and insights to guide organizations toward achievement of their learning goals. Thus, we conclude our discussion in Section 6 by outlining areas for future research that build on the admirable research that has been conducted. We believe that these areas are the next frontiers in organizational learning research. This research is needed because the imperative of organization learning has not diminished [50]. Instead, all trends indicate that the imperative continues to grow.

1.1 Organizational Learning: The Defining Elements

What does it mean for an organization to learn? There are several comprehensive reviews of the organizational learning process, for example Hedberg [74], Fiol and Lyles [58], Levitt and March [107] and Huber [76]. It seems that with every review, a new definition of organizational learning is offered. Table 1.1 gives only a sample of the definitions of organizational learning that scholars have offered.

Most definitions have three elements in common. The first element is a focus on the organization. A member of an organization can learn something, but if that learning is not captured at the organizational level, organizational learning has not occurred. Thus, organizational learning is different from individuals learning within organizations. The second common element of organizational learning across definitions is better knowledge. Organizations tend to have limited knowledge about why and how their actions produce organizational outcomes [84]. A critical part of organizational learning is enhancing the knowledge and understanding inside the organization. The third element is improving actions. The purpose of organizational learning is to facilitate changes in actions to produce better organizational performance. Implicit in most views of organizational learning is a fourth element: ongoing effort. Organizational learning is not a one-shot game. Instead, it is an ongoing process that should occur throughout the lifetime of an organization. Thus, integrating the common elements of organizational learning across definitions, organizational
Introduction

Table 1.1. Some definitions of organizational learning.

<table>
<thead>
<tr>
<th>Author</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Argyris [10]</td>
<td>Organizational learning is a process of detecting and correcting error (any feature of knowledge or knowing that inhibits learning) (p. 116).</td>
</tr>
<tr>
<td>Duncan and Weiss  [46]</td>
<td>Organizational learning is defined as the process within the organization by which knowledge about action–outcome relationships and the effect of the environment on these relationships is developed (p. 84).</td>
</tr>
<tr>
<td>Hedberg [74]</td>
<td>Learning takes place when organizations interact with their environments: Organizations increase their understanding of reality by observing the results of their acts (p. 3).</td>
</tr>
<tr>
<td>Fiol and Lyles [58]</td>
<td>Organizational learning means the process of improving actions through better knowledge and understanding (p. 803).</td>
</tr>
<tr>
<td>Levitt and March [107]</td>
<td>Organizations are seen as learning by encoding inferences from history into routines that guide behavior (p. 319).</td>
</tr>
<tr>
<td>Stata [157]</td>
<td>Organizational learning occurs through shared insights, knowledge, and mental models ... [and] builds on past knowledge and experience — that is, on memory (p. 64).</td>
</tr>
<tr>
<td>Huber [76]</td>
<td>An entity learns if, through processing of information, the range of its potential behaviors is changed (p. 89).</td>
</tr>
<tr>
<td>Garvin [59]</td>
<td>A learning organization is an organization skilled at creating, acquiring, and transferring knowledge, and at modifying its behavior to reflect new knowledge and insights (p. 80).</td>
</tr>
<tr>
<td>Kim [92]</td>
<td>Organizational learning is defined as increasing an organization’s capacity to take effective action (p. 43).</td>
</tr>
</tbody>
</table>

Fig. 1.2 The organizational learning cycle.

Note: Adapted from March and Olsen [116].

learning can be defined as the organization’s ongoing effort to use better knowledge to improve its actions.

To better understand how organizational learning occurs, it is useful to review classic models by March and Olsen [116] and Kim [92]. According to March and Olsen’s model (see Figure 1.2):

At a certain point in time some participants see a discrepancy between what they think the world ought to be (given present possibilities and constraints) and
what the world actually is. This discrepancy produces individual behavior, which is aggregated into collective (organizational) action or choices. The outside world then “responds” to this choice in some way that affects individual assessments both of the state of the world and of the efficacy of the actions (p. 149).

All four elements identified above in definitions of organizational learning are evident in March and Olsen’s description of how learning occurs. While individual beliefs and actions play a key role, organizational action is different from individual action (the organizational element). Updating of beliefs — especially about action-response relationships — represents better understanding (better knowledge). By modifying behavior, more favorable environmental responses should be obtained (improving actions). Lastly, the cycle keeps repeating itself, hopefully yielding improvements over time (ongoing effort).

Kim [92] argued that there are two additional sub-processes within the learning cycle — conceptual and operational learning — that shape the first step in the learning process (i.e., the formation of individual beliefs). Conceptual learning consists of assessing cause and effect relationships that govern experienced events, and designing an abstract concept — a theory — to explain this experience. Conceptual learning is in essence trying to understand why events occur; it facilitates the acquisition of know-why. In contrast, operational learning consists of implementing changes and observing the results of these changes. Operational learning is basically developing a skill of how to deal with experienced events; it facilitates the acquisition of know-how. This cycle of observe–assess–design–implement, depicted in Figure 1.3, has several names in the literature. For example, Deming [44] called it the “plan–do–study–act (PDSA) cycle”. As the following quote by Stata illustrates, it is challenging to obtain the right balance between conceptual and operational learning:

I think to some extent, we jump back and forth between these two extremes of over-conceptualization and pure pragmatism because we don’t have the tools to connect
them. The core challenge faced by the aspiring learning organization is to develop tools and processes for conceptualizing the big picture and testing ideas in practice. All in the organization must master the cycle of thinking, doing, evaluating, and reflecting. Without, there is no valid learning. (Stata quoted in Ref. [149, p. 351]).

1.2 Levels of Learning: Individual, Team, and Organization

As noted above, many of the definitions and models of organizational learning in the literature focus on the actions of organizations and the individuals working within them (e.g., [116]). However, there is growing belief that these conceptualizations miss a critical group of actors: Teams or workgroups. Teams consists of a group of individuals that exist within a larger organization, have a clearly defined membership, and are responsible for a shared product or service [65].

Some scholars have argued that teams and team learning are the primary vehicles of organizational learning for two reasons [49, 149]. First, an increasing amount of organizational work is performed by teams. Second, teams frequently serve as the context for organizational learning as most organizational actions are complex and require coordination among team members with different expertise [134]. As team members work together, they are able to engage in team learning. Team learning describes the activities through which members acquire, share, or combine their knowledge with the goal of adapting and improving
1.2 Levels of Learning: Individual, Team, and Organization

While there are many behaviors that may serve this purpose, three behaviors are consistently associated with team learning: Speaking up, collaboration, and experimentation [48, 130].

While the understanding of individual, team, and organizational learning has largely developed through separate streams of research, there is a growing appreciation that these three levels of learning, though distinct, are interrelated [35, 40, 92]. Moreover, the levels facilitate and depend on one another. Individual learning influences team and organizational learning. Likewise, institutionalized norms, procedures and routines at the team and organizational levels influence individuals' attention, thinking, capability, motivation, and actions [40].

In this integrated process, individual learning occurs as individuals make inferences about the relationship between their actions and outcomes based on their experiences. When the individual shares his or her lessons learned with other members of the organization, individual learning combines with the learning and interpretation of other group members to influence learning at the team level. As team members share their learning, they may develop a shared understanding of each other’s experience, expertise, and perspective. This understanding can lead to the modification of current practice; effective sub-practices may be incorporated, while ineffective sub-practices are refined or replaced. Effective practice changes are likely to diffuse throughout the organization. As this happens, the organization learns and practices become institutionalized. The institutionalized practices then become the basis for new individual learning. Thus, learning is an iterative, multi-level process in organizations. Knowledge and practices move from the individual to group to organizational level. Learning at the organizational level then shapes how individuals and groups act and what they learn going forward [40, 92].
2
Organizational Learning Curves

2.1 Learning Curve Models: The Link between Experience and Performance

As discussed above, the organizational learning curve captures the notion that practice makes perfect. The learning-curve phenomenon has also been described as “learning by doing” [13]. Models of organizational learning curves generally include two core components: A measure of experience and a measure of performance. In this section, we will review measures of organizational experience and organizational performance that have been used, and models relating organizational experience and organizational performance.

2.1.1 Measuring Experience

The measure most commonly used to measure organizational experience is cumulative volume. In a factory, cumulative volume is the total amount of units produced since the factory started production. In a service organization, cumulative volume is the total amount of service encounters since the organization started serving customers. Wright [182] operationalized experience with the cumulative number of
airframes produced. Since Wright’s study, many learning-curve studies have used cumulative volume (see [4] and [184] for reviews). Cumulative volume captures the notion of “learning by doing”. Task repetition to increase volume allows an organization to fine-tune operations.

An alternative measure of organizational experience is calendar time elapsed since the start of operation. Calendar time elapsed captures the notion of “learning by thinking”. The “learning by thinking” view considers time to reflect as the most critical input for learning. According to this view, it does not matter how much is produced each period. Instead, the amount of elapsed time matters because every period allows an organization to learn [56, 106]. In a study of chemical processing industries, Lieberman [111] found that cumulative volume is a better experience measure than calendar time. Calendar time can act as a proxy for variables that change over time, yet are unrelated to actual learning. For example, calendar time can capture technological progress occurring outside the organization. Because of this possibility, learning-curve studies tend to use cumulative volume rather than calendar time as the measure of experience. Learning-curve studies that use cumulative volume should include calendar time as well to rule out alternative explanations.

A third measure for organizational experience is maximum volume — the largest amount of units produced per period since the start of operation. Maximum volume therefore represents the maximum proven capacity to date. Maximum volume captures the notion of “learning by new experiences” or “learning by stretching” [99, 123]. When an organization is scaling up production, the organization needs to figure out how to execute tasks in a changed environment. The following quote by Chew [31, p. 16] captures why even adding a single machine to a factory requires learning by new experiences:

The manufacturing plant is not simply a collection of separate pieces of machinery. It is a complex network of equipment tied together by the demands of the product and the plant’s operating systems . . . It is this interdependence of processes that cause adjustment costs to be so large. There is rarely such a thing as an isolated
problem in a manufacturing plant. A change at one point of the process can impact the entire web of equipment interrelationships. A change in the way step two is performed may change the input to steps ten and eleven in such a way that those process steps must be modified. Alternatively a change in step twenty-three may require slightly different inputs thereby necessitating changes in steps two and seven . . . In this way a single new machine can impact an entire $100$ million plant.

So, any time a plant attempts to add or use more capacity, factory personnel need to figure out how to solve new challenges and produce good output in new situations.

Only two studies have used maximum volume as the key organizational experience variable. Mishina [123] estimated learning curves for the production of bomber airplanes. The author found that learning-curve estimations with cumulative volume or calendar time suffered from autocorrelation, whereas learning-curve estimation with maximum volume did not. Laprée et al. [99] estimated learning curves for the production of tire-cord (steel wire used to reinforce radial tires). The learning-curve estimation with maximum volume explained a much higher percentage of variation than with either cumulative volume or calendar time. Hence, both Mishina [123] and Laprée et al. [99] found that maximum volume is a better measure for organizational experience than cumulative volume or calendar time. Future research should investigate whether these findings hold in settings beyond airplane production and tire-cord manufacturing. The scale-up argument need not be limited to manufacturing contexts. For example, expanding capacity in a call center might lead to challenges of training and coordinating a higher number of employees. Likewise, adding a wing of beds to a hospital emergency department can add to the challenge of coordinating care across departments for a larger volume of patients with urgent care needs. How can management ensure higher productivity and quality in such high and expanding volume situations? More research is needed to answer that question.
2.1.2 Measuring Performance

Early learning-curve studies focused on time to produce a unit and cost to produce a unit as indicators of performance. Over the past two decades scholars have significantly expanded the set of organizational performance measures.

A learning-curve effect for unit time — the time to process one unit — indicates that an organization is getting faster. Wright [182] used the number of direct labor hours to produce an airplane. Many learning-curve studies have used direct labor hours to measure organizational performance in manufacturing contexts [184]. More recently, learning-curve studies have investigated unit time in service settings as well, particularly in hospitals. Pisano et al. [137] and Edmondson et al. [52] studied learning curves for times to complete heart surgery; Reagans et al. [139] studied times to complete joint replacement. A faster organization can effectively do more with the same amount of resources. Hence, as an organization reduces unit time as a function of operating experience, one would expect unit cost to fall as well. Therefore, learning-curve scholars have extended the learning curve for unit time to unit cost — the cost to produce a single unit. Learning curves for unit cost have been observed in contexts varying from coal-burning steam-electric generating units [88] to pizza franchises [43].

Unit time is a good proxy for unit cost when (i) quality of the units produced is not affected by faster production, and (ii) direct labor constitutes the bulk of unit cost. If quality changes, it is important to at least control for quality. When changes in quality are significant, it would be preferable to study quality as a measure of performance. One measure of quality that has been used repeatedly in learning-curve studies is yield — the percentage of final production output conforming to final product specification. Related measures of quality are rejects or defects defined as 100% minus yield, and waste or scrap — the percentage of products that are scrapped because of irreparable defects. When organizations are ramping up production of new products, yields can be quite low. To illustrate the importance of learning to improve yields, Bohn and Terwiesch [25, p. 42] cite Richard Downing, a senior
VP of manufacturing at Seagate:

It is how you can improve your yield that will get your productivity up. We are not in a business where you have a 99% yield. In many cases, there are initial yields on high-end products that are in the 50% range. So a 5% or 10% improvement in these yields is significant.

(Quoted in Electronic Business Asia, Feb. 1997, p. 35.)

Yields which are significantly less than 100% are found in many manufacturing processes for products such as semiconductors [25], microprocessors [163], pharmaceuticals [136], color picture tubes [91] and steel wire [99]. Learning to improve yields is particularly important in “immature” processes. In semiconductor manufacturing, for example, a percentage point of yield improvement is worth millions of dollars per month [175].

Unit cost is a key measure of performance. As data on unit cost can be hard to obtain, early learning-curve studies focused on direct labor required to produce one unit. Labor productivity is the number of units produced divided by direct labor hours used. For labor-intensive processes, labor productivity is a good proxy of the reciprocal of unit cost. Hence, for labor-intensive processes, the evolution of labor productivity will closely resemble the evolution of unit cost. However, many processes have multiple inputs: Labor hours, machine hours, raw material, energy, etc. Each input — or type of resource — will have its own productivity evolution. A sound measure to combine all inputs and output in a single measure is Total Factor Productivity (TFP). TFP is the value of output divided by the value of the inputs:

$$TFP_t = \frac{\text{price}_0 \times \text{output}_t}{\sum_j \text{wage}_{j,0} \times \text{input}_{jt}}$$

where price$_0$ is the price of the product in base year 0, output$_t$ is good output produced in period $t$, wage$_{j,0}$ is the unit cost of input $j$ in base year 0, and input$_{jt}$ is the amount of input $j$ used in period $t$. In essence, TFP measures how effectively multiple inputs are used to produce output. TFP is easily extended to capture the production of
multiple products as well. A desirable feature of TFP is that it ignores inflation. Factory management cannot control inflation, so leaving inflation out of TFP is appropriate. Rather, TFP focuses on what factory management can control — the conversion of inputs into outputs. Learning-curve scholars have studied TFP for manufacturing of products such as computer peripheral devices [1, 2] and steel-cord [102]. Lapré and Van Wassenhove [102] studied TFP evolutions for four production lines at Bekaert, the world’s largest independent producer of tire cord. Bekaert routinely collected many single dimension quality and productivity measures, such as labor hours per ton and process interruptions at a specific step. However, management lacked an overall measure of performance. The researchers introduced a TFP measure to management and found that:

Managers at all levels felt that the TFP measure was particularly well suited [to assess overall productivity] as TFP gave them (i) a dynamic perspective, (ii) a measure not distorted by inflation effects, and (iii) a measure that aggregated trade-offs between partial measures management typically focused on. Final TFP patterns confirmed ideas managers intuitively had about productivity evolutions, even though they lacked such a measure before [102, p. 1318].

Thus, tapping into manager’s intuition can be a useful starting point for understanding and developing productivity performance measures. Scholars have recommended that, before relating TFP to learning variables, researchers graph the evolution of TFP and discuss the evolution with management to improve measurement as well identify possibly relevant control variables, including policy changes [72, 102]. Relevant policy changes may include policies regarding equipment, quality, inventory, work force, as well as policies causing confusion (such as fluctuations in production volume and number of engineering change orders) [72].

Recently, learning-curve scholars have begun to expand the set of performance measures beyond productivity, cost and conformance
quality. At the same time, scholars have started to conduct learning-curve studies outside of manufacturing. In a study of pizza franchises, Argote and Darr [7] examined service timeliness by measuring the frequency of ‘late’ pizzas. Ingram and Simons [80] studied profitability in kibbutzim (cooperative agricultural settlements). Baum and Ingram [19] and Ingram and Baum [79] analyzed organizational survival rates in the hotel industry. In the U.S. airline industry, Lapr´e and Tsikriktsis [101] examined customer dissatisfaction, measured by the rate of complaints against airlines filed by passengers with the government. Haunschild and Sullivan [70] studied accidents and incidents experienced by commercial airlines.

Even with an expanded set of performance measures, productivity and quality remain important dimensions of organizational performance. At the same time, it is important to continue to expand the set of performance measures beyond productivity and quality assessed by actors inside the focal organization as those outside of the organization (e.g., customers) determine organizational success as well. Future research that investigates organizational performance based on externally-driven metrics such satisfaction, repeat purchase, loyalty, and performance relative to competition should be particularly fruitful.

2.1.3 The Traditional Model for Relating Experience and Performance: The Power Form

The functional form most commonly used to model a learning curve relating experience to performance is the power form:

\[ c_q = c_1 q^{-b}, \]

where \( c_q \) is the unit cost to produce the \( q \)th unit, \( c_1 \) is the unit cost to produce the first unit, and \( b \) is the learning rate. Wright [182] introduced the power form to relate cumulative number of airframes to direct labor hours required to produce an airframe. Since his study, many scholars have used the power form as the most common learning-curve specification (see reviews by Yelle [184], Dutton and Thomas [47] and Argote [4]).

Despite its frequent use, the power form has some fundamental drawbacks. Muth [126] listed the following often observed patterns
which are not accommodated by the power form. First, initial downward concavity represents the initial difficulty in gaining learning momentum. Second, a plateau effect means that at some point additional volume does not lead to further improvement. Third, after a significant time period without any improvement, suddenly renewed improvements can occur. Similarly, Hax and Majluf [71] observed that investments can result in shifts to steeper learning curves. As we will discuss in more detail in Section 2.2, there is huge variation in learning rates across industries, across organizations, across organizational units, and across individual workers. Furthermore, a learning rate can also show variation over time. As Dutton and Thomas [47] convincingly argue, the learning rate should really be treated as a dependent variable as opposed to a given constant. Management should be explicitly responsible for managing learning rates. Arguably the most important reason why the power form does not accommodate the empirically observed patterns mentioned above is that it lacks an underlying theory. In particular, it does not provide any insight into the actual learning process that leads to performance improvement. Lastly, there is a practical problem with econometric estimation of a power form. Typically, an econometrician has performance and output data for a given time period. If there is any unknown prior production history before the given time period, then omission of prior production history will bias the estimate for the learning rate [101].

2.1.4 Alternative Model for Relating Experience and Performance: The Exponential Form

The most commonly used alternative to the power form is the exponential form, introduced by Levy [108] as the “adaptation curve.” Levy assumed that a firm has a maximum output $P$ it would like to achieve for a new process. The rate of output after producing $q$ units is $Q(q) < P$. Levy’s critical assumption is that “the rate of increase in the rate of production as the firm gains experience is proportional to the amount that the process can improve” [108, p. B-238]:

$$\frac{dQ(q)}{dq} = \mu[P - Q(q)],$$
where $\mu$ represents the process’s rate of adaptation. Solving this differential equation yields the adaptation curve:

$$Q(q) = P\left[1 - e^{-(a+\mu q)}\right],$$

where $a$ represent the initial efficiency for the process. Finally, the adaptation rate $\mu$ is modeled as a function of variables $y_1, \ldots, y_n$ that the firm can use to get closer to $P$. Examples include prior training and experience:

$$\mu = \beta_0 \sum_{i=1}^{n} \beta_i y_i.$$  

Levy’s adaptation curve does explicitly recognize that the learning rate is a function of variables that a firm can influence. The exponential form also has the practical advantage that omission of unknown prior production history does not bias learning-rate estimates [101]. The adaptation curve does raise further questions though. First, how should one determine the maximum target $P$? Even the most ambitious targets can be overtaken, thereby violating the assumption $Q(q) < P$. Boeing, for example, more than quadrupled its target set for a plant producing B-17 heavy bombers in World War II [123]. Similarly, Chaparral Steel typically exceeds ambitious goals set “considerably beyond current production capabilities” [105]. Second, the adaptation curve does not accommodate the empirical observations listed by Muth [126]. Third, what is the theoretical underpinning for the assumption that the rate of improvement is proportional to the amount the process can improve?

Lapré et al. [99] built on Levy’s adaptation curve to address these concerns in the context of quality. Let $E$ be a measure for operating experience, $W(E)$ the waste rate after the organization has accumulated $E$ experience, $\mu$ the learning rate, and $P = 0$ the optimal target level for the waste rate. The researchers made several adjustments to the assumptions in Levy’s model. First, in the literature on Total Quality Management, Deming [44] advocated zero defects. For quality metrics such as defects, waste, and complaints with third parties, zero is a natural target for $P$ that can never be overtaken. Therefore, the assumption $W(E) - P > 0$ can never be violated. Second, variables that affect the rate of learning do not have to be constant.
Allowing explanatory variables for the learning rate to vary over time \((y_{it})\), makes it possible to model and observe any of the patterns listed by Muth [126]. Third, Laprè et al. [99] provide a theoretical foundation for Levy’s assumption grounded in the organizational learning literature on performance gaps [27, 46, 117]. According to Laprè et al. [99, p. 600]:

“The performance gap \([W(E) - P]\) induces the organization to search for alternatives to reduce this gap. A larger discrepancy spurs the organization to exert more effort in searching for better knowledge (e.g., [117]). The effectiveness of acquiring new knowledge is determined by the learning rate \(\mu\). Consequently, we can model the rate of improvement as the product of the learning rate and the performance gap.”

\[
dW(E)/dE = \mu[W(E) - P]
\]

With \(P = 0\), the solution for this differential equation is the exponential form:

\[
W(E) = \exp(a + \mu E),
\]

and the learning rate can be modeled dynamically as:

\[
\mu = \beta_0 + \sum_{i=1}^{n} \beta_i y_{it}.
\]

The exponential form with a static learning rate has been used for yield variation in electromechanical motor assembly [56], complaints against airlines [101], and service failures by airlines [98]. If calendar time is used for \(E\), the exponential form with a static learning rate is Schneiderman’s [147] half-life curve. The half-live curve has been used by companies such as Analog Devices to measure the rate of organizational learning [157].

The exponential form overcomes several shortcomings of the power form, especially in the context of quality improvement where zero defects provide a natural, objective target. Future research is needed to
objectively determine the target level $P$ for performance measures that lack a clear, natural target level such as cost, productivity, and lead-times. Consequently, for quality metrics the exponential form would be the preferred specification, whereas for many other measures of performance such as cost it is still an open question as to what constitutes the preferred learning-curve specification.

2.1.5 Other Models for Relating Experience and Performance

Kantor and Zangwill [90] note that many systems consist of subcomponents. Complicated systems such as aircraft are manufactured with a variety of advanced technologies (e.g., composites and titanium). Kantor and Zangwill [90] show mathematically that if a learning system consists of multiple learning subcomponents, the power form for the total system cannot be obtained by summing the learning curves for the subcomponents. Instead, the authors advocate the use of the exponential form to represent total system learning as a proper summation of subcomponent learning. Production data suggests that the learning curve could be a sum of a few exponentials.

Although Levy [108], Kantor and Zangwill [90], and Lapr´e et al. [99] succeeded in doing so, most theoretically derived learning-curve models are difficult to estimate with real production data because very specific information is required. Muth’s [126] search theory, for example, requires a specification of the distribution function of possible improvements. Application of Mody’s [124] work demands knowledge about the productivity of engineers and engineering costs. See Kantor and Zangwill [90] for similar estimation difficulties of other learning-curve models.

In the management science literature, scholars have proposed models to link quality and learning; see e.g., Refs. [42, 57, 160].1 These models yield optimal quality control policies concerning the timing and amount of inspecting the production process. Inspection (or maintenance) provides an opportunity to learn about the process,

---

1For a review of empirical and normative literatures on process change, see Carrillo and Gaimon [29].
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Thus reducing the probability that the process produces defective units in the future. These models assume an exogenously given effectiveness (be it deterministic or stochastic) for all learning activities. They offer no insight why some learning activities are more effective in producing process control knowledge than others.

2.2 Evidence Regarding Learning Curves

There is tremendous evidence regarding learning curves. Reviewing the entire learning-curve literature falls well beyond the scope of this text. Instead we want to use this subsection to (i) demonstrate that there is ample evidence for learning curves both in manufacturing and service settings (i.e., the learning curve is a robust phenomenon), and (ii) there is tremendous variation in learning rates.

2.2.1 Evidence from Manufacturing

The learning rate $b$ in the power form can be expressed as a progress ratio $p = 2^{-b}$ [4]. For each doubling of cumulative volume, the new unit cost is $p$% of the old unit cost. So, with an 80% progress ratio, each doubling of cumulative volume reduces cost by $100\% - 80\% = 20\%$. Dutton and Thomas [47] compared progress ratios for over 100 learning-curve studies in manufacturing processes for industries such as electronics, machine tools, EDP system components, papermaking, aircraft, steel, apparel, and automobiles. The authors found tremendous variation in progress ratios not only across industries, products, and processes, but also for subsequent runs of the same product within the same plant. The steepest learning curve had a progress ratio of 55% (indicating that cost more than halved with every doubling of cumulative volume), whereas one learning curve had a progress ratio greater than 100% (indicating that costs actually increased). For 107 out of 108 studies, cost decreased as a function of cumulative volume. The modal progress ratio was around 81–82%, but Dutton and Thomas found very significant variation in progress ratios around the mode.

The tremendous variation in learning rates has been found for other performance measures as well. Adler [1] studied TFP learning curves for eight departments in a single manufacturing firm producing computer
peripheral devices. For all eight departments, cumulative volume had a positively significant effect on TFP indicating that all eight departments learned to improve TFP. The fastest learning rate was more than twice as large compared to the slowest learning rate. Likewise, in a single steel-cord manufacturer, Lapré and Van Wassenhove [102] studied TFP learning curves for four production lines. TFP learning curves ranged from steep learning to no learning at all. Epple et al. [53] studied labor productivity in an automotive assembly plant that switched from operating one shift to two shifts. The authors found that after the switch the day shift continued to learn at roughly the same rate as the plant did before the switch, whereas almost no learning occurred on the night shift. Hatch and Dyer [67] plot defect density trends for 30 semiconductor manufacturing processes in 16 firms. The plot shows that starting points for defect learning curves differ by a factor of eight. Furthermore, the slopes of defect reduction show tremendous variation.

### 2.2.2 Evidence from Services

The study that jump-started the field to consider learning curves in services is Darr et al. [43]. The authors studied learning curves for unit cost in pizza franchises. They found significant evidence of learning albeit at a slower progress ratio of 93% compared to the 80% modal progress ratio in manufacturing. Like manufacturing however, absolute measures of organizational performance for services (e.g., efficiency) are generally believed to improve over time [19].

In contrast, relative measures of performance in services, i.e., measures that capture performance relative to competitive rivals, do not appear to improve indefinitely. Recent learning-curve studies in services that have used relative measures of performance have found a U-shaped learning-curve effect: Initially, organizational performance improves as a function of operating experience, but eventually deteriorates. U-shaped learning-curve effects have been documented for failure rates in the hotel industry [19, 79], and customer dissatisfaction against airlines [101, 98]. The explanation for a U-shaped effect is rooted in the trade-off between exploitation and exploration [115]. As organizations focus on exploitation, repeated practice with an existing set of routines
makes perfect. However, focus on exploitation at the expense of exploration can place organizations in “competency traps” [107]. The set of routines perfected by the organization can become inadequate in a changing environment. The criteria for organizational success change after the organization has learned [19].

Research shows that learning-curve heterogeneity exists in service settings just like it does in manufacturing settings. In a study of the implementation of minimally invasive cardiac surgery in 16 hospitals, Pisano et al. [137] found significant variation in the rate at which hospitals learned to perform the surgery. Lapré and Tsikriktsis [101] also found significant learning-curve heterogeneity for customer dissatisfaction with airlines, i.e., differences in learning from customer dissatisfaction across airlines. Figure 2.1 shows just a small sample of the heterogeneous organization learning curves from Lapré and Tsikriktsis [101]. United Airlines started out worse than America West, but eventually caught up with and surpassed America West. Neither airline was able to catch up with the benchmark in the industry — Southwest. Both United and America West struggled more than Southwest did.

![Figure 2.1 Variation in organizational learning curves: Customer dissatisfaction with three airlines.](image)

*Note:* Customer complaints filed by passengers with the U.S. Department of Transportation. *AW*, America West; *SW*, Southwest Airlines; *UA*, United Airlines.
to consolidate initial improvements. In a follow-up study, Lapré [98] decomposed customer dissatisfaction into two components: Service failure and customers' propensity to complain given the occurrence of a service failure. He found that learning-curve heterogeneity originated in the propensity to complain as opposed to service failure. In a study of the Royal Dutch Mail, Wiersma [178] found significant learning-curve heterogeneity across 27 geographically dispersed regions in the Netherlands. So, just like in manufacturing, there is tremendous variation in learning rates in services.
So far, we have discussed the importance of organizational learning and evidence of organizational learning curves. In sum, the evidence consistently documents the organizational learning curve phenomenon. It also shows that there is tremendous variation in learning rates. Thus, a key goal of learning-curve research is to further our understanding of what causes the tremendous variation.

3.1 Frameworks for Understanding the Variation in Learning Curves

3.1.1 Levy (1965): Origins of Autonomous vs. Induced Learning

As discussed in the previous section, Levy’s [108] adaptation curve modeled the learning rate as an explicit function of variables that a firm could use to improve performance faster. To categorize such variables, Levy identified three types of firm learning: Planned or induced learning, random or exogenous learning, and autonomous learning. Planned or induced learning is defined as “learning that results from the firm’s applying techniques that are designed to increase the rate of output
or, equivalently, to reduce costs in the production process” (p. B-139). Planned learning could involve pre-planning such as building prototypes and testing raw materials. Planned learning can also take place after a production process has started by engaging in “industrial engineering” activities such as time and motion studies and redesigning raw material specifications.

Random or exogenous learning consists of “improvements in production processes that can result when a firm acquires information unexpectedly from its environment” (p. B-139). Sources of external information that could speed up production include suppliers, government and trade publications, competitors and customers.

Autonomous learning is “improvement due to on-the-job learning or training of employees” (p. B-140). As employees gain experience with a production process, they become better at trouble shooting. Employees can benefit from mistakes or problems that occurred in the past, and correct issues faster. Likewise, employees working together in a group get used to each other’s actions and responses allowing the group to work faster.

3.1.2 Dutton and Thomas (1984): Autonomous vs. Induced and Endogenous vs. Exogenous

In the previous section, we described Dutton and Thomas [47] impressive study of variation in learning rates. Based on the tremendous variation in learning rates, the authors concluded that the learning rate is neither fixed, nor automatic. Hence, the learning rate should be viewed as a dependent variable influenced by a number of potential policy variables. “Once it is realized and accepted that the rate of improvement is not a given, the question immediately shifts to the issue of how the [learning rate] may be managed” (p. 240). Revisiting Levy’s [108] classification, Dutton and Thomas realized that induced vs. autonomous learning make up a “learning-type” dimension, whereas “origin” (exogenous vs. endogenous) is a dimension that is orthogonal to the learning-type dimension. So, both induced and autonomous learning could have endogenous and exogenous origins. See Table 3.1.
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Table 3.1. The framework of Dutton and Thomas [47] with some examples.

<table>
<thead>
<tr>
<th></th>
<th>Autonomous learning</th>
<th>Induced learning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exogenous origin</td>
<td>Productivity improvement from periodic equipment</td>
<td>Copying process settings derived elsewhere (R&amp;D, other plants)</td>
</tr>
<tr>
<td></td>
<td>replacement</td>
<td></td>
</tr>
<tr>
<td>Endogenous origin</td>
<td>Learning by doing in a plant (“practice makes perfect”)</td>
<td>Quality/productivity improvement projects</td>
</tr>
</tbody>
</table>

Dutton and Thomas [47] characterize induced learning as requiring “investment, induction, or resources made available that are not present in the current operating situation” (p. 241). Autonomous learning, on the other hand, “involves automatic improvements that result from sustained production over long periods” (p. 241). Exogenous learning “results from information and benefits acquired from external sources such as suppliers, customers, competitors, and government”, whereas endogenous learning “is attributable to employee learning within a firm as manifested by technical changes, direct-labor learning, and smoothing production flows” (p. 241).

Until Dutton and Thomas [47], Levy [108] was the only study to empirically incorporate induced-learning variables in a learning-curve analysis. However, Levy’s variables were fixed, i.e., his variables of prior training and prior experience did not evolve over time. Dutton and Thomas [47] advocated using longitudinal variables from different cells in Table 3.1 to study questions such as (p. 244):

1. “Does the cumulative effect of regular short run adaptations or inducements yield significant progress relative to a long run inducement?”
2. “When does the cumulative progress due to short run inducements asymptote?”
3. “When and how does the system have to be regenerated in order that progress may continue?”

The authors note the absences of longitudinal studies that control for different factors, thus isolating relative effects. Most notably, there were no studies incorporating organizational behavior variables in learning-curve analyses. Even to date, these questions advanced by Dutton
and Thomas [47] remain understudied. Below, we will review the very few studies that have incorporated both longitudinal autonomous and induced learning variables [2, 14, 68, 67, 83, 99]. The only study that incorporated a longitudinal variable for each cell in Table 3.1 is [102]. So, even now, the research opportunity identified by Dutton and Thomas [47] remains under-explored. A significant challenge is measuring the actual learning process that underlies the learning-curve effect. We will discuss the importance of studying this process next.

3.1.3 Bohn (1994): Inside the Learning Curve

Traditionally, the learning-curve literature has treated ‘learning’ as a black box as in Figure 3.1, Part A. Learning is inferred if cost or quality improves as a function of operating experience. Bohn [21], however, pointed out that there is an actual learning process inside the learning curve as depicted in Figure 3.1, Part B. Learning can result from experience (autonomous learning) or deliberate activities (induced learning). Furthermore, he posited that learning can yield better organizational knowledge. Better organizational knowledge can persuade organizational members to modify their behavior. Changed behavior, in turn, can improve organizational performance. None of these steps are

![Fig. 3.1 Two views of the learning curve.](Note: Adapted from [21].)
3.2 Variation Derived from Experience

trivial. Scholars have merely scratched the surface in terms of studying these steps. No single empirical study has incorporated all steps [97]. Only two studies have incorporated a step from Figure 3.1, Part B with longitudinal variables in learning-curve estimations [14, 99].

Figure 3.1 provides a compelling picture why there is so much variation in learning rates. Organizations can differ in terms of:

- the amount of experience,
- the nature of experience,
- the ability to learn from experience,
- the amount of deliberate learning activities,
- the nature of deliberate learning activities,
- the ability to learn from deliberate activities,
- the ability to translate learning into better organizational knowledge,
- the ability to change behavior in response to better organizational knowledge, and
- the ability to obtain better organizational performance as a result of changed behavior.

Next, we review some of the findings in the literature regarding variation along these factors.

3.2 Variation Derived from Experience

Across frameworks, there is agreement that experience is a core mechanism for facilitating organizational learning. Additionally, there is growing appreciation that all experience is not the same. Some organizations accumulate their experience in an industry by focusing on a limited number of products or services, while others accumulate their experience by producing a wide variety of products or services over the same period. Some organizations focus on learning from their successful experiences, while others focus on learning from failures. For some, effort is made to acquire experience at the individual level, for others at the team level, and still for others, at the organizational level. Thus, the same quantity of experience can be qualitatively different on a number of dimensions. The extent to which these differences in
the nature of experience affect learning and performance has been of growing interest to researchers [78, 148]. To date though, scholars have largely focused on the three attributes of experience captured in the examples above as explanations for the variation in the rate and effectiveness of organizational learning. That is, they have focused on level of specialization (versus diversification), outcome (success versus failure), and locus of learning (individual, team or organization). In this section, we review current knowledge about the impact of each of these variables on learning rates.

3.2.1 Specialized vs. Diversified Experience

A critical decision for many organizations is what level of specialization to pursue. On one hand, a high degree of specialization (i.e., a narrow market, product or operational focus) is believed to be preferred. Ever since Adam Smith’s (1776) seminal work on the efficiency of division of labor, researchers and practitioners have believed that specialization improves learning and performance. This belief was reinforced 200 years later by Wickham Skinner’s [155] observation about the “focused factory.” Skinner studied 50 firms across six industries and observed that those firms that specialized in a limited number of activities outperformed those that maintained a more diversified portfolio of activities. Drawing on this observation, scholars (e.g., [145]) have recently questioned whether organizational learning is also maximized through specialization, or whether some variation or diversification of experience improves learning rates.

A series of studies conducted in the last decade in a variety of industries have sought to answer this question. The earliest studies provided supporting evidence for the superiority of specialized experience over generalized experience, the broadest form of diversified experience. For example, Barnett et al.’s [17] study of the banking industry showed that specialist banks had higher returns on average assets (ROAA) as a function of experience, while generalist banks had no increase in ROAA as a function of experience. Similarly, in the U.S. hotel industry, Ingram and Baum [79] found that hotel chains operating in a limited geographic region (geographic specialists) benefited more from their
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own experience than hotel chains operating nationwide (geographic
generalists). The former failed less frequently than the latter. Like-
wise, in the airline industry, Haunschild and Sullivan [70] found that
specialist airlines that analyzed the heterogeneous causes of their prior
accidents subsequently had lower accident and incident rates than gen-
eralist airlines that did the same. Laprée and Tsikriktsis [101] also stud-
ied the learning curves of specialist and generalist airlines and found
that, although the average specialist airline learned at the same rate as
the average generalist airline, the best specialist airline learned faster
than the best generalist airline.

However, not all research suggests that specialized experience is
optimal for learning. An emerging body of work suggests that a good
balance between specialized experience and widely diversified or gen-
eralized experience maximizes learning. In this work, the researchers have
differentiated between specialized experience (acquiring the same expe-
rience repeatedly), related experience (acquiring similar, but different
types of experiences), and unrelated experience (acquiring different
experiences, akin to generalized experience in the aforementioned
studies). Using this approach in settings ranging from laboratory
experiments [145] to software development [20] to mail services [178],
researchers have found that the learning rate for those organizations
that acquire related experience is significantly greater than the learn-
ing rate for those that acquire either specialized or unrelated experi-
ence. Additionally, they have found no significant difference between
learning rates for specialized and unrelated experience. This set of
studies suggests an inverted U-shape relationship between exposure
to variety and performance. That is, more variety is better, but only
up to a point. Thereafter, more variety limits the organizations abil-
ity to learn. Studies on individual learning also find this relationship
(e.g., [127]).

Scholars have theorized that organizational learning is greatest
when organizations achieve a good balance between specialized and
highly diversified (unrelated) experience, rather than emphasize one
or the other, because each has its advantages and disadvantages.
Specialization has the advantages that come with focus — a deeper
understanding of a defined area and easier transferability of knowledge
from the last experience to the current experience due to similarity. However, specialization can also lead to stagnation rather than growth due to repetition. In contrast, diverse experiences have the advantages of stimulating new ideas, prompting consideration of more associations and synthesis of ideas, and fostering more complex understanding that pertains to a wider scope of experiences. However, diversity can make it difficult to integrate and apply knowledge across experiences. Schilling et al. [145] concluded that this is why related experience is superior to specialized and unrelated/generalized experience for learning in the long-term. It has the advantages of both experiences, without having their disadvantages. More research is needed to understand the relative importance of the advantages, and what problem-specific, learner-specific, and context-specific factors mediate the effect of the advantages on learning. The need for such research has been articulated by Schilling et al. [145]. We agree that this is the next logical and important step in understanding how specialized and diversified experience alters learning. Future research should also investigate the existence of managerial practices that further minimize the disadvantages of these experiences.

3.2.2 Success vs. Failure Experiences

Regardless of the organization’s level of specialization, inevitably, some of the organization’s experiences are successes and some are failures. What constitutes success versus failure is determined by reference to an aspirational level [41, 63, 117]. When performance achieves or exceeds the aspirational level, success is said to occur. In contrast, when performance falls below the aspirational level, a failure is said to occur. The behavioral theory of the firm argues that organizations respond differently to the experience of success and failure [41, 117]. Success prompts local search within the scope of current actions to refine and reinforce lessons from past experiences, while failure prompts non-local search for new possibilities to correct or enhance performance. The differences in search strategy and therefore potential learning have led researchers to ask whether the relevant experience required for organizational learning is success or failure.
Most learning-curve studies implicitly assume learning from success [4], however a growing group of scholars have argued that learning from failure plays a central role in organization learning [28, 122, 154], an argument that has been affirmed by several studies. For example, qualitative studies of high reliability organizations (HROs, e.g., nuclear power plants) show that these organizations’ stellar performance stems in part from their active learning from failures [141, 176]. Quantitative studies have also documented the value of learning from failure. In a series of studies, Haunschild and colleagues showed that organizations in the airline and automobile industries that previously experienced failures (i.e., accidents and product recalls, respectively) had reduced rates of future failures, an indication that they learned from their past failures [69, 70]. The benefits of learning from success have been documented as well [154] in settings ranging from commercial banks [93] to railroads [18]. Organizations with more past successes are found to have more future successes and less future failures.

Thus, both success and failure experiences can facilitate organizational learning and performance. However, Kim et al. [93] recently showed that the positive relationship to performance for both experiences takes time to emerge. They studied over 2600 banks during a 15-year period, and found that both success and recovery (a form of failure) experiences were initially associated with increased bank failure. Success and failure then favorably reduced bank failure, leading to an inverted U-shaped curve between experience (success or failure) and poor performance. This relationship led Kim et al. [93] to conclude that organizations must accumulate a certain amount of the same experience — success or failure — before organizational performance will improve as a result of learning from that experience.

While the evidence is fairly robust that both success and failure experiences can facilitate performance-enhancing organizational learning, results are mixed about which experience is more advantageous. In a learning-curve study of U.S. railroads, Baum and Dahlin [18] found that accident costs declined (i.e., improved) as a function of cumulative operating experience (an indicator of success experience), but not as a function of accident experience (an indicator of failure experience), suggesting greater benefits from learning from success than
from failure. However, other studies suggest the contrary i.e., learning from failure is more beneficial than learning from success. For example, Li and Rajagopalan’s [109] study showed that cumulative number of defective units (failures) contributed more to learning-curve effects in manufacturing firms than cumulative number of good units (successes). Likewise, Madsen and Desai’s [113] study of firms in the orbital vehicle launch industry showed that the number of prior failed launches better explained variation in launch failure likelihood than the number of prior successful experiences. In their study, the more failed launches a firm had experienced, the lower the firm’s likelihood of a subsequent failed launched. The same relationship held for past success, but to a lesser degree, and past successes did not significantly lower the likelihood of failure once models adjusted for past failures.

Failure experience is theorized to be a particularly effective stimulant for learning because it is highly salient, directly challenges the notion that current practices are adequate, and thereby provokes interest in identifying and developing alternative approaches [62, 122, 154]. Failures are the triggers in the aspiration-performance feedback relationship; they create an urgency to reflect, challenge old assumptions, and innovate to achieve aspirations. In contrast, success encourages preservation of the status quo, complacency about experimenting with new ideas, and risk aversion. Thus, success inspires a narrower scope of learning and change than failure. Several studies have shown that organizations do not initiate change when their performance is satisfactory or successful (e.g., [62]), but do embrace change when their performance is poor (e.g., [96]). Thus, part of the variation in learning curves likely stems from the distribution of success versus failure experienced by organizations.

Research indicates that whether and how an organization responds to and learns from its success and failure experiences depends on a variety of factors. First, it depends on the nature of the success or failure. In their aforementioned study of specialist and generalist airlines, Haunschild and Sullivan [70] showed that airlines learned more from accidents and incidents (failures) with heterogeneous causes than those with homogeneous causes. They theorized that heterogeneous causes (due to their complexity) promoted broader search for causality, and
better analysis and solutions in turn. Second, research suggests that the rate of learning depends on the level of each experience, and the presence of the other experience. Kim et al. [93] showed that a threshold level of success or failure experience is required for an organization to learn from the same experience. Furthermore, learning from success or failure experience is enhanced by the organization’s experience with the other type of experience, a finding consistent with theories that emphasize the importance of contrasting experience in providing useful knowledge. Third, level of aspiration appears to influence rate of learning from experience. Baum and Dahlin’s [18] study of railroads showed that when a railroad’s accident rate deviates significantly from aspirational levels, the railroad benefits less from its own success and failure experience (and more from other railroad’s experience). This finding supports the notion that performance away from aspirations (failure) stimulates non-local search, while performance near aspiration (success) fosters local search. Finally, learning from success or failure experience depends on context. Chuang and Baum’s [34] study of Canadian nursing homes showed that when other organizations in the industry experience the same failure, the focal organization is less likely to learn from its own failure, potentially because it holds less regard for these failures. Additionally, if the organization has an historical investment in a strategy, it is less likely to learn from new information, which Chuang and Baum attribute to the organization succumbing to competency traps that prevent it from accumulating sufficient experience with alternative strategies to realize their value.

We believe that the four categories of factors we identify as determinants of the effectiveness of success and failure experience — nature of the success or failure experience, the level of each experience and the presence of the other experience, level of aspiration, and context — are a useful lens for continued examinations of the variation in learning caused by these experiences. As our review indicates, relatively few studies (one or two) have examined variables within these categories. More research is needed to understand the relative magnitude of influence of the variables that have been studied, as well as to identify the full scope of relevant variables within each category. At the same time, we encourage research to identify other categories of factors that
influence learning from success and failure. In addition to the four we cite, others such as the nature of the task may be highly influential.

### 3.2.3 Individual vs. Team vs. Organizational Experience

In addition to investigating how the attributes of experience alter the organizational learning curve, researchers have focused on a series of questions about how the level at which learning in the organization occurs shapes the curve. As mentioned earlier, there are three levels at which learning is said to occur in organizations: The individual, team, and organization [3, 35, 40]. However, the question remains: At what level must experience be accumulated for organizations to learn most effectively? Must learning occur at the individual, team, and organizational level or some combination of these? Can experience at one level substitute for experience at another?

Each level of experience has been theorized to provide learning and performance benefits [139]. With increased cumulative individual experience comes individual proficiency through knowledge and skill development. With cumulative team experience (i.e., experience working together) comes better coordination and teamwork as individuals learn who knows what, who is best at performing each task, and how to trust each other. With cumulative organizational experience, staff gain the opportunity to learn from the knowledge accumulated by others. Reagans et al. [139] studied the contribution of each of these levels of experience to performance improvement in the orthopedic department of a large teaching hospital over five years, and found that the accumulation of surgical experience at each level impacted performance (i.e., procedure time), while controlling for the impact of the other two levels. As hypothesized, both team and organizational experience had a consistently positive effect on performance. The same was not true for individual experience. It had a more complicated, U-shaped relationship to performance such that at low levels of individual experience, increasing individual experience hurt procedure completion time; but at higher levels of individual experience, more individual experience contributed to better procedure completion times. Reagans et al. [139] hypothesized that the change in relationship over time resulted from
improved application of acquired knowledge: Initially individuals inappropriately apply what they learn from past encounters, and therefore harm performance. However, with more experience, they learn what knowledge to apply when, which enhances collective performance.

In the very different context of Indian software development, Huckman et al. [77] further investigated the relationship between team experience and performance. In addition to examining the experience that team members had working with each other (i.e., team familiarity) as Reagan et al.'s had done, they also examined the overall role experience of individuals in the team (i.e., average years in a given role within a team). They found that both of these dimensions of team experience were positively associated with the quality and efficiency of software teams’ products. Overall, the more experience team members had working together and in their role within the team, the better the team performed on both measures of performance. However, the importance of role experience with respect to product quality varied by role, with manager role experience having no significant relationship to product quality while team member role experience was positively and significantly related. Huckman et al.'s follow-up discussions with the firm’s staff led them to conclude that the difference in effects reflects role differences in the ability to monitor progress and perform mid-course corrections. When roles readily allow individuals to monitor their progress and learn from their actions in real-time, more likely with staff roles than managerial roles, collective performance improves. While their data did not allow them to test this hypothesis, their results nevertheless provide evidence that team experience, and specifically role experience, is an important contributor to organizational learning. Additionally, their results provide a possible explanation for Reagan et al.’s finding of a U-shaped relationship between individual experience and performance. The relationship may reflect the individual’s role experience. Early in a new role (e.g., working with a new team), individuals may inappropriately apply knowledge gained from past experience to their new role, leading to poorer performance. However, as the individual develops better understanding of and more experience in the new role, better application of experience likely occurs. In turn, performance is likely to improve. Of course, research is needed to determine
whether these hypothesized relationships hold true. It would also be informative for future studies to evaluate whether the effect of individual role experience is contingent on team and organizational experience. It is likely that individual role experience is less detrimental to learning when team and organizational experience are high. Even if this is true, the stream of research on level of experience provides convincing evidence that learning-curve models would be enhanced by incorporating measures of experience at all levels, and decomposing experience at each level (e.g., into tenure, role, and task).

3.2.4 The Combined Effect of Different Experiences

To date, the majority of studies that have examined how different attributes of experiences alter the rate and effectiveness of organizational learning have investigated one attribute. However, researchers have begun to consider how the interaction of different attributes alters the learning curve. Boh et al. [20], for example, investigated whether the benefit of specialized versus diversified experience varies with the level at which experience is acquired (individual versus team versus organization). They showed that it does: Specialized experience most enhances individual learning, while related experience most enhances team and organizational learning. In the only other study we found that examines the interaction between experience types, Haunschild and Sullivan [70] further showed that the benefit of failure experience is contingent on the level of specialized experience. In their study, specialist airlines learned more from failure than generalist airlines, leading them to conclude that learning from failure is challenging for organizations with complex designs like generalists. Complex organizations tend to be more political, more hierarchical, and more compartmentalized. These characteristics hinder learning from experience, particularly failures, because they motivate hiding or recasting experiences to present the best impression rather than effort to better understand experiences [118]. It remains unknown how other experiences combine to shape organizational learning curves. This is a critical, missing link for our understanding these curves.
3.2.5 Summary: Variation Caused by Different Experiences

While there remains much to be learned about the variation in organizational learning curves caused by different kinds of experiences, existing research offers several insights. First, the accumulation of experience at all levels of the organization — individual, team and organization — enhances the rate of learning. Second, the rate of learning is enhanced by acquiring multiple forms of experience, rather than emphasizing one. Too much of any particular experience stifles organizational learning as indicated by the inverted U-shaped relationship to performance found in studies of both specialized/diversified experiences and success/failure experiences. It is better for organizations to acquire related experience (a combination of specialized and diversified experience) and a combination of success and failure experiences. A third insight is that not all experiences are equally beneficial as both theory and empirical research suggest that failures accelerate learning more than success. Finally, research shows that the benefit of any experience depends on other factors (e.g., the nature of the experience, the level of other experiences, the aspirational level, and the context). More research is needed to identify the full range of experiences that influence learning, which experiences most facilitate learning, the range of conditions that alter the effectiveness of each experience, and how different experiences interact to affect learning.

3.3 Variation Derived from Deliberate Learning

Relative to experience, much less research has investigated the impact of deliberate learning on the rate of organizational learning, even though prominent frameworks for understanding variation in learning curves (see Section 3.1) identify deliberate learning as a determinant of organizational learning. As discussed above, deliberate learning is distinct from autonomous learning through cumulative experience in that it results from the planned activities of managers and staff conducted with the explicit intent of acquiring, creating, and implementing new knowledge. Almost by definition, variation in deliberate learning can be expected because organizations vary in both their choice of activities
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and in the level of investment made by managers and staff in the chosen activities due to contextual differences. In this section, we review the research on variation in learning rates caused by choice of deliberate learning activities and caused by contextual differences that alter the investment that managers and staff make in these activities.

3.3.1 Types of Deliberate Learning Activity

Research on deliberate learning has identified a variety of activities that organizations use for this purpose. Examples include training sessions, engineering programs, experiments, dry-runs of new practices, quality management programs, quality circles, and employee suggestion programs [2, 14, 99, 166]. The effectiveness of these deliberate learning activities (DLAs) has been examined in several studies. However, Adler and Clark [2] were the first to include any DLAs in a learning curve, and examine the possibility that different DLAs might have different effects on the learning curve. Using data from an electronic equipment company, they constructed a model of productivity improvement as a function of cumulative experience as well as two DLAs: Cumulative training activity and cumulative engineering activity, which included conducting experiments and learning new specifications. Much to their surprise, it was not the case that the two activities simply varied in the magnitude of their effect on the learning curve, but rather, they varied in the directionality of their effect between departments in the company. In one department, training activity helped productivity, while engineering activity harmed productivity. In a second department, the opposite was true. The researchers hypothesized that differences in capital-intensity and motivation explained the contrasting effects of the two DLAs as they qualitatively observed that training was more beneficial in the more labor-intensive, performance-oriented department. While they were unable to formally test their hypothesis, their study was historic because it provided the first evidence that DLAs can alter learning curves, and that different DLAs can have dramatically different effects.

Hatch and colleagues took the next step by assessing whether the influence of DLAs extends beyond productivity learning curves and
whether types of DLA other than cumulative engineering activity and training activity are influential [68, 67]. Their studies showed that yield learning curves were also altered by DLAs and by more DLAs than previously studied. Specifically, they found that the use of human capital activities focused on human resource selection (e.g., screening tests), deployment (e.g., statistical process control training) and use (e.g., problem-solving teams) improved organizational learning and performance. They reasoned that the learning and performance benefits derived from having “better human resources and from better practices to develop firm-specific human capital and deploy it to learning activities” in an effective and efficient way [67, p. 1173].

Three additional studies provide further evidence that variation in use of DLAs should be included alongside cumulative experience as explanation for the differences in organizational learning curves. Ittner et al.’s [83] study of 12 manufacturing plants over 9 years showed that organizations’ deliberate investment in preventive engineering activities predicted their current quality levels. Arthur and Huntley’s [14] study also showed that the cumulative number of implemented employee suggestions (a form of DLA) was significantly associated with reduced production costs in an auto parts manufacturer with a gainsharing program. Nembhard and Tucker’s [131] study further showed that the influence of DLAs extends to organizations in dynamic service settings like hospitals, although the benefit of DLAs take time to emerge in this setting. Initially, their use increases the odds of poor performance in this setting, much like success and failure experiences do in the context of service organizations like banks (Kim et al. [93]; Section 3.2.2). After a period, the use of DLAs then fosters high performance.

In the majority of studies, the use of DLAs ultimately contributes positively to organization’s learning curve. However, as Adler and Clark’s [2] early work showed, that is not always the case. Different DLAs can have different, sometimes contradictory, effects in different organizations. Lapré, Mukherjee, and Van Wassenhove provided insight into why that might be [99, 102, 125]. They studied five learning activities (and 3 functions) used in quality improvement projects at a tire cord manufacturing plant, and found through factor analysis that the DLAs mapped onto two distinct factors. The first factor — use
of statistical experiments, use of scientific models or engineering staff, and levels of Ishikawa diagrams — they labeled as activities for generating conceptual learning because these DLAs fostered the acquisition of know-why. The second factor — modification of action variables and follow-up of experimental results — they described as activities for generating operational learning because these activities provided know-how. Laprè et al. [99] observed that projects with different distributions of these two factors of DLAs affected the plant’s learning curve for waste reduction differently. Projects with DLAs that generated both know-why and know-how accelerated waste reduction, whereas projects that generated know-why without know-how reduced waste reduction. Thus, their data suggested that DLA-related variation in learning curves stems from the nature of learning that different types of DLA generate.

Tucker, Nembhard and Edmondson [166] provide support for this explanation. In the very different context of hospital intensive care units, they too investigated the effects of 12 different DLAs, and found through factor analysis that DLAs in use by hospital improvement teams mapped onto two qualitative groups. One group of activities, termed learn-what, helped teams identify best practices. The second group, termed learn-how, consisted of activities that helped teams discover the underlying science of a new practice and operationalize the practice in the organization. In helping organizations achieve both of these goals, learn-how arguably facilitates both conceptual and operational learning, as described above. Tucker et al. found that use of learn-how activities were positively associated with the implementation of new practices, but that learn-what activities were not. Learn-how activities included solicitation of staff ideas, opportunities for staff to provide feedback before full implementation, education sessions with staff, pilot runs, dry runs, project team meetings and problem-solving cycles (Plan–Do–Study–Act). Learn-what activities included distribution of articles to staff, conference calls with other organizations, literature reviews, site visits to other organizations, and use of workbooks about new practices. The authors proposed that learn-how was a more effective facilitator of learning because improvement in complex services organizations like hospitals requires attention to understanding
work processes in order to create positive change. These findings, in conjunction with Lapré et al.’s, suggest that the variation in organizational learning curves not only reflects the amount of DLAs that organizations use, but also the type of DLA used. The faster learners in both manufacturing and services settings use more DLAs that generate know-how and know-why. They focus on learn-how.

While research is clear about the nature of the DLAs that are best for learning, it provides little information about the relative effectiveness of specific activities within the broad categories of effective DLA. For example, learn-how consists of a bundle of seven activities [131, 166]. We do not know whether all seven activities contribute equally to the effectiveness of learn-how, or whether the activities are best used in some sequence. We advocate for longitudinal studies to answer the latter question.

### 3.3.2 Contextual Differences

Selecting the “right” DLAs is necessary, but not sufficient to accelerate the learning curve. Organizations must also provide the proper context for deliberate learning. Context refers to the “situational opportunities and constraints that affect the occurrence and meaning of organizational behaviors” such as engaging in deliberate learning [87, p. 386]. Contexts are known to vary widely across organizations, and also across units within organizations [49]. Johns [87] has proposed that contexts vary along important dimensions, often reported in high-quality journalistic stories and typically referred to as the five W’s: who, what, where, when, and why. Research on organizational learning suggest that the effectiveness of what — in this case, using DLAs — is affected by who is involved (i.e., leaders and staff) and their level of investment, where it occurs (e.g., in one or multiple departments), when it occurs (e.g., in conjunction with reflection) and why it has been pursued (e.g., to fulfill efficiency or reliability and quality goals).

The who in organizations generally falls into three broad categories: Senior managers, middle managers or team leaders, and staff. Each must take certain actions for the use of DLAs to translate into better performance. Senior management, for example, “must behave so as
to provide a supportive structure within which people at lower levels can act effectively to improve performance” [181, p. 98]. Evidence of the importance of senior management allowing staff to manage deliberate learning, thereby signaling management support and buy-in for staff effort, was documented in a learning curve study in factories [102]. The researchers observed that use of a “model line” (a production line run as a learning laboratory in which experiments are conducted for improvement) led to substantial productivity improvements in the first plant. Replication of the model line concept on three production lines in two other plants within the same firm, however, failed to meet expectations. A comparison of the model lines showed that senior management, not staff, defined the majority of the projects in the replicate model lines, an indication that senior management did not buy into the model line concept and lacked confidence in this staff-guided learning process. When staff sense a lack of support and interest in their knowledge, they share less of their knowledge and commit less of their effort, which undermines organizational learning and performance [21, 56, 150].

Team leaders, as the individuals most proximate to staff, play a central role in shaping staff responsiveness to deliberate learning challenges. In a follow-up study to the aforementioned study (in the Introduction) of the learning curves for 16 hospitals’ implementation of a new surgical technology, Edmondson et al. [51] found that differences in team leader behavior correlated with teams’ success in implementing the technology. Teams that had leaders that provided a rationale for engaging in learning activities, insisted on staff use of multiple and more intensive DLAs (e.g., dry runs), asked for input, and showcased their fallibility to encourage staff to speak up about problems succeeded, while teams with leaders that did not display these behaviors were less successful. Thus, variance in the behavior of who is involved contributes to variation in the effectiveness of deliberate learning.

Where deliberate learning takes place also dramatically influences the degree of learning. In the aforementioned study of learning via model lines, the researchers found that the three replicate model lines that performed relatively poorly had few projects that were interdepartmental, whereas the successful model line routinely pursued projects which spanned more than three departments. By taking this
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approach, the successful model line drew upon a richer, more diverse knowledge base, allowing it to solve more systemic, interdepartmental problems that affected the organization as a whole [102]. The importance of drawing upon multiple locations was also demonstrated in a study of engineers charged with solving problems with new factory machines [167]. In order to solve the problems, engineers left their labs and went to the plant at some point for 78% of the problems studied. For almost all of these problems, the engineers then moved back to the lab for more problem solving. And, for 40% of the problems, they went between the plant and the lab three or more times. Situating themselves in multiple locations enabled the engineers to notice different clues, gather different kinds of data, use different tools and activities, and experience different pressures relevant to the problem. Each of these acts helped them learn about the problem and develop better solutions. Thus, the location(s) of learning and the willingness to span boundaries is a critical determinant of DLA effectiveness.

Even if the location, the individuals, and their behavior is ideal and equal across organizations, learning rates can vary because of the differences when deliberate learning occurs. Studies have shown that deliberate learning is optimized when it occurs in conjunction with reflection. In the course of deliberate learning, staff gather new knowledge. Haas [64] showed that whether the abundant knowledge gathered translates into improved project performance depends on the allocation of time in the workplace. When the project teams she studied had more “slack time” to process and interpret the knowledge they acquired i.e., to reflect, they were better able to translate their new knowledge into improved project performance. She reasoned that this was because staff had the time and attention to focus on developing the understanding to arrive at the best solution as opposed to rushing to locate a satisfactory solution, as is typically the case when staff face high workload or overload [117]. Supporting this logic, Ye et al.’s [183] study of deliberate learning in a health care organization showed that frontline staff advanced in their processing of knowledge from knowledge generation to knowledge articulation when their workload was moderate, allowing them time to reflect without being overwhelmed. Edmondson [49] showed this time for reflection is a critical complement to learning from
deliberate acts. In her study, whether teams focused on strategic planning or product manufacturing, they performed worse if they did not iterate between action and reflection. Neither taking action without reflection (e.g., discussing errors) nor reflecting without taking action led to better performance [49].

Finally, why deliberate learning is being pursued is a factor that appears to influence the impact of deliberate learning. Levin [106] raised the question of whether learning to improve efficiency varies from learning to improve quality. Using data on automobile reliability from Consumer Reports, he found that learning to improve quality occurred as a function of “offline” activities to debut new car models not as a function of cumulative experience producing the car. The former led to what he called “exceptional learning,” while the latter led to what he called incremental, everyday learning. Exceptional learning via deliberate offline activities significantly elevated the quality of cars such that debuting car models had lower repair rates measured at three and six years of ownership. Based on these findings, it appears that deliberate learning is particularly well-suited for quality improvement efforts.

In sum, existing research suggests that organizational learning rates vary as a function of the level of deliberate learning. Furthermore, differences in the type of DLA used as well as the context in which it is used alter its impact on organizational learning curves. The greatest positive impact occurs when all organizational participants (senior management, team leaders and staff) support deliberate learning by their actions and when the use of DLAs occurs across multiple locations with time for reflection and with the purpose of quality improvement. Of course, organizations vary in the degree to which their use of DLA aligns with the conditions for positive impact. Hence, the differences we observe in learning curves.

3.4 Other Sources of Variation in Learning Rates

Up to this point, we have discussed what is known about how variation in the two forms of learning believed to underpin the learning curve — autonomous learning via cumulative experience and induced learning via DLAs — affects learning rates. In essence, we have reviewed
what has been learned from taking a micro-approach to understanding the variation in organizational learning. The alternative, macro-approach examines the conditions that shape the learning curve as a whole rather than conditions that influence the sub-components of the learning curve. An unlimited number of macro-factors potentially cause variation in the learning rate. However, research attention has centered on two: Task and organizational characteristics. In this section, we review research findings with respect to both sets of characteristics.

### 3.4.1 Task Characteristics

In the learning literature, tasks have been primarily characterized by the knowledge required for their completion. Scholars have observed that knowledge varies along several dimensions, including for example, tacitness, complexity, observability, provenness, causal ambiguity, and system dependence [142, 159, 180, 185]. However, much of the theoretical and empirical research has focused on how one dimension, tacitness, influences the learning of new practices.

Tacit knowledge has both technical and cognitive elements [133]. Nonaka [133] observed that, the technical elements consist of “the kind of informal, hard-to-pin down skills captured in the term know-how.” It is reflected in a master craftsman who after years of experience develops a wealth of expertise “at his finger tips,” but he is often unable to articulate the scientific or technical principles behind what he knows (p. 98). The cognitive elements consist of “mental models, beliefs, and perspectives so ingrained that we take them for granted and therefore cannot easily articulate them” (p. 98). Thus, both the technical and cognitive elements of tacit knowledge contribute to an inability to easily communicate what is known. This knowledge is often rooted in action or in a specific context, and is often contrasted with explicit or codified knowledge, which refers to knowledge that is transmittable in formal, systematic language [133]. In reality, tacit and explicit knowledge are the extremes of a communicability spectrum, not mutually exclusive categories [138]. According to Nonaka [132, 133], organizational knowledge evolves by shifting between these two extremes. In many instances, what is now explicit was once tacit. Certainly, this is true in
fields such as medicine, where many practices that are now formalized in published clinical guidelines for all to follow were once performed almost unconsciously without a script by just a few [173]. Nevertheless, across industries, there are many tasks that remain largely tacit (e.g., coordinating work across disciplines) or require a combination of tacit and explicit knowledge for task completion (e.g., implementing a new technology).

Organizational theory suggests that the proportion of tacit-to-explicit knowledge in a task explains a significant percentage of the variation in improvement rates for organizations learning to perform the same task. In a direct test of this hypothesis, the researchers who studied the learning curves for 16 hospitals' implementation of a new surgical technology compared the rates of improvement for two tasks related to the implementation [52]. The first task aimed to improve efficiency and required teams to learn new ways of working together. Knowledge about how to work together was not codified in any external sources, thus their task relied on tacit knowledge. The second task aimed to expand the breadth of use of the new technology by having it applied in more instances. As this second task required the application of a well-documented practice in more settings, it relied more on explicit knowledge. When the researchers compared organizational learning rates for the two tasks, they found different patterns: Learning rates were heterogeneous for the efficiency task, which relied on tacit knowledge, and homogeneous for the expanded-use task that relied on explicit knowledge.

The heterogeneity for tacit tasks likely reflects the difficulty of learning these tasks without any guidance. Each organization must learn for itself how to perform these tasks, which inevitability introduces variability as organizations try different approaches. The variability likely also stems from differences in how they contend with other challenging dimensions of knowledge underlying their tasks. Research shows that organizations experience great difficulty transferring best practices (a task that requires learning from another entity) when the practices’ underlying knowledge is complex, unproven, or causally ambiguous (i.e., cause-and-effect relationships within the task are unclear) [159, 185].
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Too few learning curve studies have incorporated task or knowledge characteristics in their models. This is unfortunate as “better knowledge” and “improving actions” are core elements of organizational learning (as we discussed in Section 1.2) and both elements are likely to depend on task and knowledge characteristics. To the extent models fail to integrate these characteristics, they provide an incomplete picture of the learning curve. Thus, we advocate for studies that explicitly integrate task characteristics, and that consider a broader range of task characteristics rather than limit their focus to tacitness.

3.4.2 Organizational Characteristics

A number of empirical studies have identified organizational characteristics that explain differences in organizational learning rates. Sorenson [156], for example, examined the impact of internal structure of the organization. Using time series data on 175 computer firms, he found that the learning rate was lower for vertically integrated firms in stable environments. In these firms, interdependence between business units was high, making it difficult to observe the results of actions, and therefore identify effective and ineffective routines. As a result, learning occurred at a slower pace relative to less interdependent firms, as evidenced by lower sales growth and high exit rates as a function of experience. However, Sorenson’s [156] results do not universally imply that organizations that wish to learn effectively should avoid vertical integration. Firms with this structure in volatile environments actually learned more effectively than their more independent rivals. He attributed this result to the control that vertically integrated firms have over their environment as suppliers of their own inputs. Control provides a buffer against volatility, and enables firms to stabilize their inputs and outputs so they can learn the relationship between them. The effect of organizational design on learning has been supported by other studies as well (e.g., [15, 54]).

Research also highlights organizational capacity and staffing as drivers of learning rates. The effect of capacity on the overall learning curve is the same as its effect on deliberate learning discussed above. More resource-based capacity, e.g., more slack time, leads to higher
learning rates [178] because employees capitalize on available time and resources to find smarter ways to work [114]. Cohen and Levinthal [36] suggest that more absorptive capacity, another component of organizational capacity, increases learning rates as well. Absorptive capacity refers to the “ability to recognize the value of new information, assimilate it, and apply it to commercial ends” (p. 128). Absorptive capacity is greatest when the subject has a broad knowledge base as the ability to absorb new information depends on new information having a relationship to what is already known. Organizations vary in their existing knowledge, and therefore in their absorptive capacity. As a result, they differ in their ability to appreciate new knowledge from experiences and to respond appropriately. According to Cohen and Levinthal [36], heterogeneity in organizational learning arises from this difference.

Staffing configurations can add to the variation. Wiersma [178] studied the impact of temporary employees on 27 organizational units within the Royal Dutch Mail system for three years, and found that units with a higher percentage of temporary employees had higher learning rates. This finding is consistent with the notion that a moderate amount of heterogeneity and novelty in workgroups spurs learning [115]. Temporary employees introduce diversity in workgroups as they tend to approach tasks in different ways based on their experiences working in other firms. Seeing these differences can motivate permanent employees to adopt novel ways of performing their work, including the more effective ways of their temporary coworkers. Several studies have shown that diverse teams tend to be more innovative than homogeneous teams [179]. Their members bring different ways of thinking and doing to the group, providing opportunity for other members to learn new approaches and stimulating the creation of more new approaches.

Differences in expectations and incentives also cause variation in learning curves, as evidenced by Sinclair et al.’s [152] research. In their study, they estimated learning curves linking cumulative past output to unit costs for 221 specialty chemicals produced by a large Fortune 500 company. They found that cumulative past output was related to unit costs through its role in conditioning expectations of future output, which drove incentives to perform R&D. Those products with the highest expected returns became the focus of R&D projects. Those projects
typically addressed bottlenecks for the whole production process, contributing to large performance gains for the organizations. Based on these observations, learning rates differ because organizations have different expectations about their future performance, and in turn create different incentives for staff to engage in learning efforts like R&D. The difference in incentives alters staff behavior and the organizational learning curve in turn.

While the sources of variation in organizational learning curves discussed may seem disparate, Argote et al. [9] argued that the factors that shape learning can be classified into three categories: Those that affect the motivation to learn, those that affect the ability to learn, and those that affect the opportunity to learn. The factors we discussed can all be classified using this framework. Organizational characteristics such as the incentive or reward structure derived from expectations affect motivation to learn. Task characteristics, absorptive capacity, and staffing configurations (e.g., moderate use of temporary employees) affect the ability to learn. Organization design and slack time affect the opportunity to learn. Future research should identify more influential factors in all three categories, and may identify additional categories of influence. It will also be important to examine the interactions among factors in each category. We expect that learning is greatest when motivation, ability, and opportunity for learning are highest. Figure 3.2 summarizes the identified sources of variation in organizational learning curves.
As evidenced above, the variation in learning can be great for many reasons. However, the evidence is convincing that both experience and deliberate learning accelerate organizational learning under favorable conditions. In theory then, organizations have two pathways to better learning and performance at their disposal. The question naturally arises: are the two paths equally effective? If not, which is the more effective path to learning and performance improvement, and when? The answer to these questions interest organizations because there are significant differences in level of resources (time, effort, money, etc.) they must invest for each path [45, 188]. While learning via experience requires little to no investment as it occurs automatically as staff repeat their tasks, deliberate learning requires managers and staff to make a significant investment of resources so staff can have the opportunity to engage in DLAs, including experiments in which failure is likely to occur. If resources were abundant or infinite, we might imagine that organizations would choose to engage in deliberate learning, particularly because a growing number of scholars have argued that organizational learning conveys a sustainable competitive advantage [50, 60]. However, resources are not infinite, and so the financial and
4.1 The Path to Optimal Learning: Experience or Deliberate Learning?

The first study to consider the relative impact of cumulative experience and deliberate learning on learning rates was Adler and Clark’s [2] aforementioned study of learning in two manufacturing departments of an electronic equipment company. In addition to showing that the use of different DLAs has different, sometimes contrasting effects on learning, their study showed that the effectiveness of one can depend on the other. Adler and Clark had expected that deliberate learning would diminish the effect of experience. However, when they included DLAs — engineering activity and training activity — alongside experience in learning curve models, much to their surprise, they discovered that these learning activities strengthened the relationship between experience and productivity. They reasoned that because experience was a significant determinant of using DLAs in the plants they studied and because one of the DLAs in turn negatively affected productivity, experience had the stronger effect on performance. It affected performance via two pathways: (1) a positive direct effect and (2) a negative indirect effect on productivity via deliberate learning. Mishina [123] also found this enhanced effect of experience on performance in the presence of deliberate learning, suggesting that experience and deliberate learning are interrelated, however, experience is the primary driver of learning. This hypothesis has yet to be confirmed by quantitative studies that explicitly examine the interaction of experience and deliberate learning in multiple settings, using traditional statistical methods such as interaction terms in regression models. Instead, research has focused on whether one is more beneficial than the other, and therefore should substitute for the other.
Hatch and Mowery [68] compared the two using cumulative production volume and allocation of engineering resources as proxies for experience and deliberate learning, respectively. Their analysis showed that improvement in yield rates in the semiconductor industry was a function of managers’ systematic investment of engineering resources to solve problems, rather than cumulative production volume. However, the influence of both factors equalized as processes matured. Ittner et al.’s [83] study of electronic component manufacturers also found no significant difference in benefits derived from each approach to learning. Although past cumulative expenditure on prevention activities and past cumulative volume reduced annual product defects by 13% and 7%, respectively, suggesting that deliberate learning via prevention activities contributed more to firm’s quality performance than experience, a $t$-test showed that the difference in effects was not statistically significant. Each approach contributed similarly to firms’ current quality levels. Prevention activities included quality planning, developing and maintaining the quality planning and control systems, quality improvement activities, and internal quality improvement facilitation and consulting. Based on these two studies, deliberate learning enhances performance more than experience in manufacturing settings, but not significantly more in the long-term.

Some studies conducted of service organizations suggest the opposite: That deliberate learning can provide substantial benefits beyond experience. Zollo and Singh’s [187] study of U.S. bank mergers showed that banks with greater deliberate knowledge codification about bank acquisitions performed significantly better post-merger, while banks’ level of acquisition experience had no effect on their performance. Pisano et al.’s [137] study of the learning curves for 16 hospitals’ implementation of a new surgical technology also suggested this difference in relative effectiveness. The researchers’ qualitative case study analyses of the high- and low-performing hospitals indicated that the difference in learning rates stemmed from differential use of DLAs (i.e., practice session and early trials). However, the researchers were unable to test this hypothesis formally as they did not measure the use of DLA.
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Following up on this work, Nembhard and Tucker [131] did measure the use of DLA in a 3-year study of 23 hospital neonatal intensive care units. They found no significant difference between the level of improved workgroup performance associated with a one standard deviation increase in the use of DLA versus cumulative experience (i.e., 18% compared to 20% reduction in patient mortality, respectively) after two years of use. Additionally, they found that, in the short-term, use of DLA increased the odds of worse performance. The researchers drew three conclusions from this set of results. First, organizational learning models for dynamic service settings should include deliberate learning alongside experience and consider how their effects change over time; failure to include both risks providing an incomplete depiction of the organizational learning process. Second, their finding of a worse-before-better effect suggests that using DLAs initially presents a challenge for many workgroups, which often must juggle deliberate learning while fulfilling current production demands. During the initial phases of deliberate learning, they must therefore be vigilant to minimize adverse effects on performance. Finally, the researchers concluded that the similarity in effectiveness of each process means managers have potentially substitutable learning tools at their disposable, which is beneficial in settings where the “paucity of experience problem” (cf. [107]) is prevalent (e.g., dynamic settings). In such settings, managers can circumvent this problem without sacrificing long-term performance by facilitating deliberate learning.

Together, the studies on the relative effectiveness of experience versus deliberate learning provide little consensus on which learning process is more effective. Some studies suggest that experience is more effective, particularly when deliberate learning occurs simultaneously [2]. Others suggest that deliberate learning is more effective [187]. Still others suggest that there is no significant difference in the long-term effectiveness of experience and deliberate learning in either manufacturing [83] or service [131] settings. The difference in relative effectiveness across studies has led to speculation about the conditions under which each is effective. In the next three sections, we discuss the findings related to the conditions that have garnered the most attention: The stage of production, nature of knowledge to be learned, and characteristics of the task.
4.2 Depends on Stage of Production

As most of the studies of organizational learning curves have occurred in manufacturing firms, it is natural that scholars have questioned whether the stage of production in the manufacturing process might explain the variability in findings about the effectiveness of experience and deliberate learning. In sequence, the stages of production identified in the learning and process improvement literature are three: Product development, production ramp-up, and full capacity production [162]. However, in research, scholars tend to simply distinguish between early/new stages of production versus late/mature stages of production [45, 68].

Results from the few studies that examine the effectiveness of experience and deliberate learning in relation to production stage consistently indicate that stage of production is a key determinant of relative effectiveness [45, 68, 162]. When organizations are early in production, deliberate learning benefits the organization more than experience. However, the relative benefit changes as production processes mature: The benefit of deliberate learning declines, while the benefit of experience increases. Dorroh et al. [45] demonstrated that this shift in relative effectiveness is robust to changes in a range of parameters values underlying learning curve estimations. When they varied the parameters (e.g., discount rate, production rate, initial knowledge endowment, and resource consumption) in mathematical models of a firm producing made-to-order products, they repeatedly found a shifting emphasis from deliberate learning to experience over the production cycle was optimal for the firm. Their analysis suggested that the shift reflects a change in the value of knowledge generated from each process. Early in production, deliberate learning adds considerably to the knowledge stock; later in production, the same knowledge is less valuable and not as valuable as that gained from experience.

Terwiesch and Bohn [162] further showed mathematically that, under extreme conditions (e.g., high experimentation capability), the optimal strategy during production ramp-up is: 100% deliberate experimentation and 0% production experience to start, and 0% deliberate experimentation and 100% production experience in the end. This
strategy brings to the forefront an inter-temporal paradox that organizations face. Achieving their best performance means they must forego production in the short-term when prices are highest to deliberately learn, so that they may reliably produce at high capacity in the long-term when prices are lower. Paradoxically, their performance is higher if they acquire less experience in the short-term.

Hatch and Mowery [68] verified the shifting effectiveness suggested by their predecessors’ mathematical models in an empirical study of yield learning curves for semiconductor manufacturing. Their data showed that yield learning curves for processes in the early stages of manufacturing were driven by cumulative engineering not cumulative volume. For more mature processes, cumulative engineering and cumulative volume were equivalent sources for learning to improve yields. However, the introduction of new processes disrupted the learning of existing (maturing) processes because engineering resources were diverted away to resolve problems with new processes.

4.3 Depends on Stage of Knowledge

Both theoretical and empirical research suggests that the optimal learning strategy depends not just on the stage of production, but also on the stage of knowledge characterizing that which is to be learned. Bohn [21, p. 64] defined technological knowledge as “understanding the effects of the input variables on the output. Mathematically, the process output, \( Y \), is an unknown function \( f \) of the inputs, \( x: Y = f(x) \), \( x \) is always a vector (of indeterminate dimension).” Inputs include raw materials, control variables, and environmental variables. Jaikumar and Bohn [84] and Bohn [21] developed the notion that there are “stages of knowledge.” The stages correlate with how much an organization knows about \( Y = f(x) \). The more an organization knows, the higher its stage of knowledge.

Bohn [22, 23] observed that there are two dimensions of knowledge that advance through stages — causal knowledge and control knowledge, and that both dimensions have six stages. Table 4.1 depicts the stages of causal knowledge and control knowledge. Causal knowledge refers to knowledge about the relationship between an input and
Table 4.1. Stages of causal knowledge and control knowledge.

<table>
<thead>
<tr>
<th>Stage</th>
<th>Causal knowledge</th>
<th>Control knowledge</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Ignorance</td>
<td>the organization is unaware that $x_i$ might affect $y$</td>
<td>the organization is unaware of $x_i$</td>
</tr>
<tr>
<td>2. Awareness</td>
<td>the organization is aware that $x_i$ and $y$ are related, but the direction of causality is unknown</td>
<td>2. Awareness the organization is aware of the existence of $x_i$</td>
</tr>
<tr>
<td>3. Direction</td>
<td>the organization knows that $x_i$ affects $y$</td>
<td>3. Measure the organization is able to measure $x_i$ routinely</td>
</tr>
<tr>
<td>4. Magnitude</td>
<td>the organization can quantify the impact of a small change in $x_i$ on $y$</td>
<td>4. Control of the mean the organization can control $x_i$ at the mean level, but there is significant variation in the level of $x_i$</td>
</tr>
<tr>
<td>5. Scientific model</td>
<td>the organization has a functional specification with parameters describing the relationship between $x_i$ and $y$</td>
<td>5. Control of the variance the organization can control the variance of $x_i$</td>
</tr>
<tr>
<td>6. Interactions</td>
<td>the organization has extended stage 5 knowledge to include interactions with all other input variables</td>
<td>6. Reliability the organization can always keep $x_i$ at its target level</td>
</tr>
</tbody>
</table>

Note: Table constructed from notes taken during a presentation by [22].

output, while control knowledge refers to knowledge about how to keep an input variable at its desired level. Regardless of whether the knowledge is causally or control-related the first and last stages of development are conceptually the same. The first stage is “ignorance”; the organization is unaware of the variable or its relationship to output, respectively. In the last stage, the organization has complete knowledge. It completely understands the variable’s relationship to other variables and can reliably control the variable, respectively. In reality, the final stage is never achieved. Most tasks to be learned lie somewhere along the continuum between having a very strong knowledge base and having a very weak one.
In theory, when the underlying knowledge for a task is strong, the organization knows enough about important contributors to task completion that it can design deliberate learning activities outside of the actual operating environment (e.g., laboratory experiments) and be confident that what is learned from them is relevant to the operating environment. Few surprises will occur when they apply lessons learned from their “offline” deliberate learning activities in the final setting. In contrast, when knowledge related to the task is weak, there is a great risk that many lessons learned from “offline” deliberate learning activities are irrelevant or misleading. Yet, the organization is unable to identify these lessons that should not be applied, as it has no basis for elimination due to its limited baseline knowledge. In such circumstances, some (e.g., [135]) argue that the organization may most efficiently and effectively learn through direct experience in the actual operating environment.

Empirical research by Pisano [135] supports the idea that learning from experience is the more effective strategy when knowledge is under-developed, while deliberate learning is the more effective strategy when knowledge is well-developed. In his study, he compared how the use of laboratory experiments, a deliberate learning activity, affected process development lead times in two pharmaceutical environments with different stages of process technology knowledge: (1) Traditional chemical-based pharmaceuticals, an environment characterized by a strong theoretical and practical knowledge base, and (2) biotechnology-based pharmaceuticals, an environment characterized by a more “artistic” than scientific understanding. His analysis showed that greater use of laboratory experiments was associated with better lead times in the strong knowledge environment of chemical-based pharmaceutical. However, their use had no effect on lead times for biotechnology-based pharmaceuticals, leading to the conclusion that:

There is no one best approach to learning (learning-by-doing [via experience] vs. learning-before-doing [via experiments]), but that it depends on the nature of the firm’s knowledge environment. Deep knowledge of the effect of specific variables and their interactions
increases the leverage of research and other forms of learning-before-doing. Learning-by-doing is required when organizations lack the underlying knowledge needed to simulate and predict effects 'off-line'. [135, p. 98]

Despite Pisano’s observation and findings that knowledge influences the effectiveness of different learning strategies, subsequent learning-curve research has not extended the study of the relationship between the stages of knowledge and learning. No empirical research has moved from the dichotomous view of stages in Pisano’s research (early/under-developed vs. mature/well-developed knowledge) to investigating the implications of the more nuanced, six stages of knowledge in Bohn’s [22, 23] framework. The absence of this research likely reflects the difficulty of identifying the six stages in practice. Additionally, resources may be a limiting factor as researchers may not have the resources to monitor the organization over the extended time required to see the shift between the six stages. Nevertheless, we encourage further study of the relative effectiveness of experience and deliberate learning at different stages of knowledge. A starting point could be the study of specific stages. Even for those without interest in this topic, the importance of the stage of knowledge suggests that researchers should be mindful of the stage in their studies and report this information to help others understand the context of their research.

4.4 Depends on Task Characteristics

Zollo and Winter [188] have theorized that the relative effectiveness of experience and deliberate learning depends on the features of the task to be learned. They argue that the returns to investment in deliberate learning relative to experience are obvious for some task characteristics. For example, tasks with high economic importance should benefit from a relatively higher investment in deliberate learning because the investment builds competence performing these tasks, which diminishes future failures and increases economic success. Likewise, tasks with a larger scope, involving multiple groups, departments, or even all segments of the organization to be performed effectively, should benefit
more from deliberate learning because DLAs provide opportunity for individuals to understand the full scope of the task, not only their fraction of the task. When individuals understand how their task contributes to the larger task, they tend to be more committed to organizational goals and more savvy in assessing opportunities for improving their actions in service of the larger task, which ultimately improves organizational performance. Thus, organizations clearly benefit from relatively higher investment in deliberate learning for certain tasks.

However, the benefit of deliberate learning relative to experience (or experience relative to deliberate learning) is less obvious for other task characteristics, such as task frequency, task heterogeneity, and causal ambiguity within the task [188]. Task frequency refers to how often the task must be performed within a specific period of time. Task heterogeneity refers to how new the task appears each time to the individual or group that has to perform it. Causal ambiguity refers to how easy it is to derive an understanding about what should or should not be done to perform the task. Instinctively and because, in practice, deliberate learning is often lower when task frequency, homogeneity (as opposed to heterogeneity), and causal clarity (as opposed to causal ambiguity) exist, it may appear that experience is relatively more effective in these situations. However, Zollo and Winter [188] argue that the opposite is true: deliberate learning is more effective relative to experience for tasks characterized by low frequency, high heterogeneity, and high causal ambiguity.

As they explain, for tasks with low frequency, at least three factors contribute to the superiority of deliberate learning over experience: Limited memory, coordination costs, and opportunity costs. Unlike tasks with high frequency, for which individuals naturally develop memories of effective and ineffective practices, tasks with low frequency provide limited occasion for the development of individual memory, which is the basis of learning from experience. The absence of this basis hinders learning from experience. Memory, however, is not a basis for the effectiveness of deliberate learning; deliberate learning enables knowledge acquisition in the absence of memory, making it more effective for infrequent tasks. It should also be more effective, given the coordination costs of low frequency tasks. As frequency decreases, deliberate
learning becomes less costly to coordinate. Furthermore, the opportunity costs decline as rarely must resources be diverted from routine operations to deliberate learning.

Zollo and Winter [188] note that if one compares studies of tasks occurring with high, moderate, and low frequency, there is evidence to support their hypothesis. In studies of quality improvement projects, which occur frequently, the effect of experience and deliberate learning is strongly positive and comparable [125]. Studies of acquisitions [186] and alliances [89], which occur with moderate frequency, show that deliberate learning contributes strongly to performance, while experience contributes only weakly. In studies of reengineering, a process which occurs with low frequency, deliberate learning has a positive effect on current performance, while experience has no effect [174]. Thus, the evidence suggests that as task frequency decreases, moving from high (e.g., quality improvement projects) to moderate (e.g., acquisitions) to low (e.g., reengineering processes), the relative effectiveness of deliberate learning to experience appears to increase, as experience diminishes in effectiveness along this spectrum.

According to Zollo and Winter, the relative effectiveness of deliberate learning is also greater when there is high task heterogeneity. They reason that:

“the hazards of inappropriate generalization can only be attenuated via an explicit cognitive effort aimed at uncovering the interdependence between the dimension(s) of heterogeneity and the action–performance relationships. For example, a firm that has made several acquisitions in a wide variety of sectors will probably find it more difficult to extrapolate rules of conduct in managing acquisition processes, compared to another one that has consistently acquired in its own domain. The former might find it comparatively more useful to invest in debriefing sessions and in detailed postmortem analyses as opposed to simply relying on its group of M&A experts. The need to understand what works and what doesn’t in the different contexts experienced
requires an explicit investment in retrospective sense-making” [i.e., deliberate learning] (p. 348)

Empirical studies of the effect of specialized versus diversified experiences on learning rates (Section 3.2.1) supports their reasoning. Recall that these studies document an inverted U-shape relationship between exposure to variety and performance. The declining portion of the curve may reflect the difficulty of learning from experience when tasks are so diverse. Lessons may be inappropriately drawn and erroneously applied, harming performance — unless effort is made to deliberately learn. Indeed, Zollo and Singh [187] showed that knowledge codification processes are strongly related to performance under these conditions, and more effective than experience.

Finally, tasks with a high degree of causal ambiguity are also believed to benefit more from deliberate learning than experience. In these tasks, it is difficult to detect cause-and-effect relationships due to the number and degree of interdependence among sub-tasks. The high degree of cognitive effort inherent in deliberate learning should facilitate identification of the relationships and application of lessons learned once the relationships are understood. The tacit process of experience is unlikely to remove ambiguity as effectively and efficiently. Empirical research is still needed to test this hypothesis. In general, the field would benefit from greater study of the interaction of task characteristics and learning, particularly in service settings, which have been under-studied relatively to manufacturing settings. It would be interesting to know how the levels of task interdependence between employee and customer, a key characteristic of service settings, alters the effectiveness of different learning strategies, for example. Additionally, we encourage researchers to examine other conditions beyond the three identified in research thus far — stage of production, stage of knowledge, and task characteristics — that might influence the relative effectiveness of experience and deliberate learning. Environmental conditions could be another determinant.
Although the debate about the relative effectiveness of different learning strategies — experience and deliberate learning — continues, there is consensus that learning can alter performance. Most of the studies we have discussed up until this point, and in fact, most of the studies of organizational learning curves have focused on documenting the statistical link between learning and performance. Few studies have delved into the process by which learning results in improved performance, despite calls for such research and Bohn’s [21] provision of a framework for thinking about this process (see Section 3.1.3). In Bohn’s framework, learning, which occurs as a result of experience and deliberate activities, is only a starting point on the path to improved performance. To improve performance, learning must first result in the development of better organizational knowledge (step 1), which motivates changes in behavior (step 2), which ultimately contributes to improved cost and quality performance (step 3). Thus, there are potentially three steps “inside the learning curve” (Figure 3.1).

In this section, we discuss the research that has sought to provide better understanding of what happens inside the learning curve. This research supports Bohn’s conceptualization of the learning-performance
relationship as a multi-step process mediated by better organizational knowledge (i.e., cognitive change) and behavioral change. Therefore, we organize our discussion using Bohn’s framework.

5.1 From Learning to Better Organizational Knowledge

Like Bohn, several scholars have theorized that effective learning behaviors create better and relevant organizational knowledge, which positively impacts performance (e.g., [58, 170]. However, only two studies have empirically considered the relationship between learning behaviors and knowledge creation. In the first, mentioned earlier (Section 3.3.1), Lapré et al. [99] built on Mukherjee et al.’s [125] finding that the use of DLAs can lead to two types of learning — conceptual learning and operational learning. As discussed, conceptual learning refers to the process of acquiring a better understanding of cause-and-effect relationships, while operational learning refers to the process of obtaining validation of action-outcome links. Using this distinction, Lapré et al. [99] classified quality improvement projects into four different types of knowledge creation projects based on whether they were high or low on each type of learning given their choice of DLAs. They then incorporated (cumulative number of) projects by knowledge type in their learning curve model for waste reduction in a tire cord plant. When they did that, they found that only one of the four types of the learning-derived knowledge projects contributed positively to performance: operationally validated theories. These projects were high on both conceptual and operational learning, enabling project teams to acquire both know-why and know-how. This bundle of knowledge overturned myths (i.e., erroneous knowledge) and validated new theories of operations. The researchers observed that “the conceptual learning enhanced the build-up of deep process knowledge and codification of the results obtained with operational learning” (p. 607), which facilitated the transfer of solutions across settings and the replication of positive results. The other three types of knowledge projects had no or poor effect on performance, as the underlying learning activities failed to develop better knowledge. The solutions they produced were ill-understood or non-validated when implemented. This Lapré et al.
study is the first (and only to date) learning curve study to link learning and knowledge (via the assignment of knowledge types based on learning types), and to utilize longitudinal variables for learning and knowledge.

Choo et al. [33] explicitly examined the link between learning behaviors and knowledge creation in a cross-sectional study of organizational learning in a Fortune 500 manufacturing firm. In their study, they measured the learning behaviors used in 188 Six Sigma projects as well as the level of knowledge created in the course of each project, with level of knowledge creation measured by the degree of solution uniqueness, idea generation, and improved understanding and capability of the team members after the project was completed. As they hypothesized, the use of learning behaviors increased the level of knowledge created by teams. Furthermore, the results of their structural equation model showed that the knowledge created mediated the relationship between learning behaviors and project performance. In other words, their models showed that the use of learning behaviors enhanced knowledge creation, which in turn improved project performance. Additionally, they found that adherence to a structured method of problem-solving (i.e., Six Sigma’s Define–Measure–Analyze–Improve–Control (DMAIC) method) served as an antecedent to knowledge-creating learning behaviors. Psychological safety — the belief that it is safe to take interpersonal risks such as asking questions, seeking feedback, reporting a mistake, or proposing a new idea [48] — also directly contributed to knowledge-creation. Choo et al. theorized that adherence to a structured method altered how information was acquired and therefore directly affected learning behavior, while psychological safety allowed the team to freely explore opportunities for improvement, leading to the creation of new knowledge.

Both Laprée et al. [99] and Choo et al. [33] provide solid evidence that learning is associated with knowledge creation. Laprée et al. [99] also indicates that not all learning leads to better organizational knowledge and performance. In three out of four instances, the knowledge acquired from learning led to the same or lower performance rates. More studies are needed to understand the situations in which learning hurts knowledge development, and the moderators of that effect.
These studies, like Lapré et al.’s [99] are advised to include longitudinal measures of learning and knowledge. Longitudinal studies may show opportunities to shift from learning that fosters poor knowledge to learning that fosters better knowledge.

5.2 From Better Organizational Knowledge to Changed Behavior

Neither of the two studies that examined step 1 inside the learning curve examined step 2: The transition from better organizational knowledge (a cognitive change) to behavioral change. However, related and follow-up studies have suggested that this transition occurs and is important. The Mukherjee et al. [125] study that preceded the Lapré et al. [99] study showed that both conceptual and operational learning, which implicitly led to better organizational knowledge, altered improvement project teams’ ability to change behavior. The more conceptual and operational learning that occurred during a project, the more able the team was to change attention to the organization’s rules, as evidenced by modifications in standard operating procedures and statistical process control rules. The researchers observed that conceptual learning helped to overturn the myths held by staff, which set the stage for changes in practices. Operational learning then provided staff with further evidence of the need for change as it allowed staff to witness changes in variables of interest as a direct result of practices. Thus, both types of learning, and the knowledge they generated, provided the foundation for behavioral change.

Tucker et al. [166] showed that not only does the ability to spur behavioral change grow as a result of learning (and better knowledge), but also that actual behavioral change occurs as well. In their aforementioned study of the use of DLAs in hospital neonatal intensive care units, they found that improvement teams’ use of learn-how — “activities that provide an understanding of why a practice works, as well as how to carry it out” (p. 898) — was positively associated with implementation success of new practices in the unit. Higher levels of published evidence supporting new practices, an indicator of the quality of knowledge that had been learned previously, also led to
greater implementation success. Implementation success was defined as “employee commitment to and consistent use of new practices” (needs ending quote mark) [94]. Such use is a significant behavioral change in health care, an industry in which implementation failure is common [128]. More research is needed on the behavioral changes that occur in other industries as a result of better organizational knowledge. We suspect that the behavioral changes occur in stages as learning progresses. Therefore, we believe that much would be gained from research that examines the evolution of behavioral change in learning organizations. Qualitative studies may be necessary to uncover the patterns of change. The psychological literature on behavioral change may be a useful starting point for theorizing as well.

5.3 From Changed Behavior to Organizational Performance

In a follow-up study to Tucker et al. [166], Nembhard and Tucker [131] investigated the relationship between use of DLAs, changed behavior, and organizational performance in the same neonatal intensive care units. As noted earlier (Section 4.1), their three-year study showed a worse-before-effect of using learn-how on organizational performance, as measured by NICUs’ risk-adjusted mortality rates for 2159 infant-patients. More notably, with respect to step 3 inside the learning curve — the shift from changed behavior to organizational performance — their study showed that a change in a critical workgroup interaction mediated the relationship between learn-how and performance. Specifically, their data showed that the use of learn-how fostered interdisciplinary collaboration, which in turn improved NICUs’ risk-adjusted mortality rates. In health care, improved interdisciplinary collaboration is a notable behavioral change as several seminal reports have documented the frequent absence of interdisciplinary collaboration in workgroup interactions, resulting in quality problems (Institute of Medicine [82]). The need for greater interdisciplinary collaboration is present in other industries as well. A McKinsey [119] survey showed that 75% of executives did not believe that effective collaboration occurred, although it is important for organizational performance. Nembhard and Tucker’s [131]
findings indicate that over time, learning activities can facilitate the interdisciplinary collaboration needed for performance improvement.

Based on the authors’ theorizing, there are three explanations for why the behavioral change they studied, increased interdisciplinary collaboration, could translate into improved organizational performance. First, they note that prior research (e.g., [151]) shows that interdisciplinary collaborators make better decisions because they openly share their pertinent expertise, raise relevant questions, consider alternatives more fully, and integrate ideas across disciplines to enrich the decision choice set. These actions typically lead to higher quality decisions that ultimately improve performance [86, 112]. A second, implied explanation for improved performance is that interdisciplinary collaboration improves coordination, i.e., the integration of different pieces of the task to accomplish the collective goal [169]. Through collaboration, staff develop transactive memory about “who knows what” [110, 139], allowing them to coordinate their tasks more efficiently and effectively, which improves overall organizational performance. Third, collaborators are skilled at detecting and learning from errors, enabling them to respond sooner to minimize adverse effects on performance [177].

The idea that performance improves as a direct result of changed behavior has also been supported by a four-year study of a unionized auto parts manufacturing plant with approximately 1300 workers. In this learning-curve study, Arthur and Huntley [14] found that the cumulative number of implemented employee suggestions significantly contributed to lower production costs. The implemented suggestions originated from cost reduction ideas submitted by staff involved in the plant’s gainsharing program. Implementing the ideas required changes in staff behavior that ultimately led to better cost performance.

5.4 Challenges to Advancing

While the steps inside the organizational learning curve may seem so logical as to occur naturally, ample studies suggest that organizations experience difficulty progressing from learning to improved performance. A review of these studies suggests that their efforts are thwarted by at least four sets of factors: Psychological and sociological factors
that govern the interactions among those that must learn together, cognitive factors that shape learning capacity, complexity, and the nature of learning itself as a multi-level process. Additionally, the context in which the organization exists can challenge learning, as we discussed in Section 3.3.2. In the remainder of this section, we highlight the factors that challenge the organizational learning process within the first four categories mentioned.

5.4.1 Psychological and Sociological Factors

Despite learning’s potential to improve performance, many individuals fail to engage in activities that would help their organization learn, even when they are well-aware of the need for organizational improvement [165]. Their hesitation reflects an observation about organizational learning. It requires engaging in behaviors that can be interpersonally risky. In particular, it requires speaking up about problems and opportunities for improvement, collaborating with individuals with diverse backgrounds and expertise, and participating in experiments, which are likely to fail [130]. These behaviors most occur when individuals feel psychologically safe, i.e., when they believe that negative consequences (e.g., criticism, punishment, embarrassment) will not follow from their interpersonal risk-taking [48]. Unfortunately, psychological safety in the workplace is often illusive due to the nature of work and workgroups. Status and power hierarchies, the temporariness of work teams, and the virtuality of work, for example, all contribute to lack of psychological safety [130]. Lack of psychological safety, in turn, is associated with lower staff participation in learning behaviors [48, 129, 166]. Thus, a key reason that organizations do not progress along the learning curve is that low psychological safety stifles the willingness to engage in step 1 of the process, learning.

Even in psychologically safe workplaces, other psychological factors can limit learning. Humans have a deep psychological aversion to change and failure [144]. Thus, they inherently avoid activities that might lead to failure, such as experiments and other deliberate learning activities. Additionally when failures occur, they often dismiss, deny, or distort them mentally in order to preserve self-image and self-esteem,
rather than treat them as learning opportunities [144, 161]. In general, individuals and groups have the tendency to stifle broader awareness of problems [176] and avoid the kind of problem-solving that results in organizational learning. Tucker et al. [165] found that, even in hospitals where one might think that a learning orientation is the norm, only 8% of nurses’ responses to problems they encountered aimed to start the process of organizational learning to arrive at a systematic solution (called “second-order problem-solving”). Instead, most nurses worked around problems and did not alert supervisors (called “first-order problem-solving”). This behavior occurs outside of health care as well. Over 85% of the managers and staff in a general survey admitted to remaining silent about a concern at work [121], denying the organization a learning opportunity.

Organizations also miss opportunities to learn due to social pressure, the use of traditional conflict management strategies, and competency traps. Social pressure for conformity creates a bias toward the leader’s perspective rather than engaging in collaborative inquiry to arrive at a solution [85, 140]. Furthermore, leaders’ can inadvertently stifle dissent, a learning opportunity, by simply expressing their opinion. They can also stifle interest in learning by being uninviting and unresponsive to suggestions [129]. Individuals that disagree rarely ask each other the questions necessary for them to learn from each other [11]. Instead, they tend to force their view on other party. Furthermore, when the stakes are high or the situation is ambiguous, individuals and groups tend to under-react and fall into competency traps [107], making the flawed assumption that current organizational routines are preferable to alternatives, as we discussed in Section 2.2.2. Consequently, there is no need to learn new routines.

While the psychological and sociological obstacles to learning are many, they are not insurmountable. Prior research shows that leaders through their actions can help organizations overcome the obstacles. When leaders are supportive of staff — demonstrating inclusiveness, seeking and appreciating others’ input, making themselves available, displaying fallibility, and providing needed resources — they create an organizational climate in which staff members feel psychologically safer and more willing to engage in organizational learning [129, 130]. The
same is true when the organization as a whole sanctions and provides opportunities for learning, offers support and encouragement to overcome the fear and shame associated with making errors, rewards efforts in the right direction, cultivates norms that legitimize the making of errors, and promotes norms that reward innovative thinking and experimentation [12, 144].

5.4.2 Learning Capacity

Even when an organization provides a fertile environment, learning can be hindered by the organization’s innate capacity for learning and capacity to retain what has been learned [9]. As suggested in Section 3.4.2, an organization’s capacity for learning is a function of its resource and absorptive capacities. In turn, resource capacity is a function of the time, human capital, technology, and monetary resources available to the organization. Absorptive capacity is a function of the organization’s existing knowledge base. When the organization has a broad knowledge base, its absorptive capacity is greater because it is able to appreciate a large scope of new knowledge by drawing associations to what it already knows [36].

For those organizations with limited resource and/or absorptive capacity, less is likely to be learned and learning likely occurs at a slower pace. It is possible that some might overcome this disadvantage by importing capacity (e.g., hiring individuals with expanded or different knowledge bases), organizing staff into interdisciplinary work teams to promote creative problem-solving, or fostering organizational identification in order to cultivate organizational citizenship behavior, i.e., staff’s positive, extra-role behavior in which they draw upon their own resources to perform “additional tasks” such as helping the organization to learn. However, the effectiveness of these proposed strategies have yet to be examined empirically.

For those organizations that do have the capacity to learn and do so, another challenge can limit their ability to translate learning into improved performance: Knowledge depreciation or forgetting. Several studies have shown that knowledge acquired through experiential learning depreciates rapidly, meaning that the value of knowledge
learned declines as time passes. For example, Darr et al. [43] found that knowledge depreciates at a rate of 17% per week for pizza franchises, implying that “roughly one half of the stock of knowledge at the beginning of month would remain at the end of the month.” Argote et al. [6] found a depreciation rate of 25% per month for construction of Liberty cargo vessels during wartime. A follow-up study of the same vessels by Thompson [164] confirmed that significant knowledge depreciation occurred, but found a slower rate (3.6–5.7%).

While rates vary across settings and depending on methods of calculation, the evidence is robust that the value of knowledge learned from experience depreciates. Arthur and Huntley [14] showed that knowledge acquired through deliberate learning depreciates as well. Several explanations have been offered for this phenomenon, including the occurrence of technological advancements that make past knowledge less relevant, the tendency for individual forgetting, failure to codify knowledge in organizational memory systems, ineffective knowledge management systems, and employee turnover [16, 164]. Only the correlation to employee turnover has been studied, and the supporting evidence is mixed [6, 8]. Regardless of the explanation, the fact remains that knowledge depreciation exists. For comprehensive reviews of the research on this topic, please see Argote [4] and Argote et al. [9].

Given that learning depends on absorptive capacity and absorptive capacity depends on the stock of knowledge, knowledge depreciation presents a challenge for organizations as it limits the stock of knowledge for learning. The implication is that organizations must continually learn in order to build the stock of knowledge for learning. In other words, they must become learning organizations, as will be discussed in Section 6.1.3.

5.4 Challenges to Advancing

5.4.3 Complexity

Several complexity barriers further impede organizational learning. Detail complexity arises when the presence of too many variables makes it difficult to comprehend a problem in its entirety. Dynamic complexity arises when distance and time make cause-and-effect difficult to establish. Senge [149] argues that the real leverage in most
management situations lies in understanding dynamic complexity, not detail complexity:

When the same action has dramatically different effects in the short run and the long, there is dynamic complexity. When an action has one set of consequences locally and a very different set of consequences in another part of the system, there is dynamic complexity. When obvious interventions produce nonobvious consequences, there is dynamic complexity. . . . [In an enterprise] it takes days to produce something, weeks to develop a new marketing promotion, months to hire and train new people, and years to develop new products, nurture management talent, and build a reputation for quality—and all of these processes interact continually (pp. 71–72).

Incomplete technological knowledge is the lack of a full understanding of the effects of input variables of a process on the output [21]. Incomplete technological knowledge is quite common [31, 84, 91, 103]. Faced with detail and dynamic complexity, ambiguity, and incomplete technological knowledge, individuals in an organization can create their own potentially inaccurate beliefs, or “myths,” based on subjective interpretations of events [74]. Misperception of feedback along with poor inquiry and scientific skills can make it very challenging to overturn false myths [158]. The challenge is further aggravated when the myths are held by powerful people [46].

5.4.4 Multilevel Process

As we discussed in Section 1.3, there are three levels at which learning occurs in organizations: Individual, team, and organization. Given that learning occurs at multiple levels in organization, its effectiveness is susceptible to factors at multiple levels. At the individual level, for example, individuals’ knowledge and experiences can facilitate or hinder learning. At the group level, interpersonal dynamics among group members and group norms, for example, can have an effect. At the
organizational level, characteristics such as those we discussed in Sections 3.3.2 and 3.4.2 (e.g., organizational structure and design) can alter the progression from learning to improved performance inside the learning curve.

March and Olsen [116] labeled four of the core challenges to moving from one level in the process to the next. Figure 5.1 shows the four challenges. First, role-constrained learning can occur, which occurs when individual learning has no effect on individual action. “One of the conspicuous things about complex organizations (or any complex social structure) is their ability to inhibit the modification of individual behavior on the basis of individual learning” [116, p. 158]. Constraining role definitions and standard operating procedures can contribute to role-constrained learning [74]. A second challenge, audience learning, occurs when individual action does not affect organization action. Organizational politics and general inertia can lead to audience learning. A third challenge, superstitious learning, happens when the link between organizational actions and environmental responses are ambiguous: “Organizational behavior is modified as a result of an interpretation of the consequences, but the behavior does not affect the consequences significantly” [116, p. 159]. In the fourth challenge, learning under ambiguity, it is not clear what happened or

---

1See also Levitt and March [107].
why it happened. The ambiguity stems from the simultaneous existence of equally plausible but mutually contradictory explanations of a situation. Thus, organizations face the significant challenge of simultaneously managing the many factors that shape organizational learning at multiple levels.

Vera and Crossan [171] proposed that strategic leadership is needed to manage the multi-level organizational learning process. Specifically, they identify the need for a leadership that combines transformational and transactional leadership behavior. Transformational leadership is charismatic, inspirational, intellectually stimulating, and individually considerate. This form of leadership inspires and excites individuals to participate in the accomplishment of the organizations' goals. In contrast, transactional leadership relies on contingent-reward exchanges and active management-by-exception. Vera and Crossan [171] propose that transformational leadership has a positive effect on the progression of learning from individual to organizational (and vice versa), when learning challenges institutionalized practices. In contrast, transactional leadership has a positive effect on the progression of learning when learning reinforces institutionalized practices. Their propositions have yet to be tested. Nevertheless, they highlight the difficulty of learning due to its multi-level nature. Managers must select the appropriate leadership style to facilitate the progression of learning across levels. It can be difficult to identify which style is needed.
As discussed in the previous section, there are many challenges to advancing from learning to performance. However, successful management of those challenges and the process inside the learning curve more generally can yield a compelling competitive advantage. Thus, as we said in the Introduction, there is an imperative to advance our understanding of the organizational learning curve. In this section, we discuss some of the many opportunities for future research. We introduce research streams whose integration with organizational learning curve research is likely to yield significant insight. In Section 6.1, we propose research that extends the work on knowledge creation in organizations, as the creation of better knowledge is the first step inside the learning curve. We highlight the need for greater study of (i) how the stages of knowledge impact the effect of learning on performance; and (ii) learning by experimentation, as this is a primary vehicle for generating better knowledge. In Section 6.2, we suggest that another frontier for exploration is the development of the “learning organization,” i.e., the context that allows the steps in Figure 3.1 to occur effectively. Section 6.3 suggests extending the performance measures used in learning curve research beyond cost and quality to capture
additional dimensions of performance relevant to organizations. Finally, Section 6.4 concludes by encouraging research that looks at the likely situation of organizations needing to learn to improve more than one measure of performance.

### 6.1 Knowledge Creation

We have observed that there is huge variation in learning rates. A significant part of the variation stems from organizations having incomplete knowledge about their operating systems. Unfortunately, organizations face many obstacles as they try to create better organizational knowledge. A useful way for organizations to gauge progress in terms of creating better knowledge is the concept of “stages knowledge” discussed in Section 4.3 [21, 22, 23, 84].

#### 6.1.1 Stages of Knowledge

Table 4.1 shows the stages of causal knowledge and control knowledge. The two dimensions of causal and control knowledge closely mirror the dimensions of the learning process identified by Mukherjee et al. [125]. Conceptual learning should allow an organization to climb the stages of causal knowledge; whereas operational learning should allow an organization to climb the stages of control knowledge. Laprée et al. [99] demonstrated the significance of incorporating the two learning dimensions in learning-curve estimation. Moreover, the authors showed the importance of balancing both conceptual and operational learning. It would be a major contribution to include longitudinal progress on the stages of knowledge in learning-curve estimation. Furthermore, it would be beneficial to determine: at what stages of causal knowledge and control knowledge can an organization expect to make more than merely incremental improvements? Do breakthrough improvements require balanced climbing of the stages knowledge, i.e., should causal knowledge and control knowledge progress at the same pace? What is the impact of climbing the stages of knowledge for primary variables versus secondary variables? Primary variables are variables that directly impact output. Secondary variables are variables that directly impact primary variables.
One challenge in addressing such questions is in finding a research site where progress along the stages of knowledge can be captured. However, some organizations are aware of their progress along stages. Ittner et al. [83], for example, found a research site that measured four stages of quality-based learning: “Aware of need”, “process characterized and sources of variation identified”, “critical process parameters understood”, and “knowledge institutionalized”. Additionally, in a longitudinal field study of an electromechanical motor assembly plant, Field and Sinha [56] found that actions to control the mean (control knowledge stage 4) preceded actions to control the variance (control knowledge stage 5), as predicted by the stages model. Nevertheless, scholars have yet to quantitatively measure progress on the stages of knowledge and include such measures in learning-curve estimations. To do so, would be to take the next logical step following on the sequence of studies by Levy [108], Adler and Clark [2], Pisano [135], and Laprée et al. [99].

6.1.2 Learning by Experimentation

Deliberate learning activities, or induced learning, can significantly enhance the rate of learning. As results by Adler and Clark [2], Laprée et al. [99], Laprée and Van Wassenhove [102], and Nembhard and Tucker [131] have shown, deliberate learning activities need careful management in order to have the desired effect of accelerated learning. Failure to carefully manage deliberate learning activities can actually harm the learning rate. Typical examples of deliberate learning activities are quality and productivity improvement projects. Such projects often rely on a series of experiments. Bohn and Laprée [24, p. 2] define an experiment as “a deliberate comparison of outcomes from a varied but repeatable set of conditions, with an effort to explain different outcomes by differences in conditions.” The authors identify four types of experiments (pp. 8–10):

- *Controlled experiments* make deliberate changes to treatments for several groups of subjects, and compare their properties.
- *Natural experiments* use normal operation as the data source. Box et al. [26] called natural experiments “happenstance data.”
• *Ad hoc experiments*, like controlled experiments, use deliberate changes. However, the changes are made without a careful control group or experimental design.

• *Evolutionary operation* experiments are a hybrid between controlled and natural experiments. Slight changes in the process are made deliberately, and the resulting changes in results are measured and statistically associated with the process shifts. The changes are small enough that the process still works and all the output is still good. Subsequent changes can move farther in whichever directions give improved results — this is the “evolution.”

There is no established theory specifying which types of experiments should be used in any given environment. Bohn and Lapré [24, pp. 11–13] identify five high-level criteria to evaluate different types of experiments:

• *Speed* is the inverse of the information cycle time, the time that elapses from beginning to end of each Plan–Do–Study–Act cycle.

• *Signal-to-noise ratio* is the ratio of the true (unknown) effect of the experimental change to the standard deviation of measured outcomes.

• *Cost* per cycle. Costs can be financial (for materials used) or non-financial (opportunity cost for labor and equipment involved).

• *Value and variety of the underlying ideas* being tested. Better ideas improve the signal-to-noise ratio and increase the benefit from the new knowledge.

• *Fidelity* of the experiment is the degree to which the experimental conditions emulate the world in which the results will be applied.

As the authors discuss, experimentation typically involves trade-offs between these criteria. For example, compare experimentation in a controlled laboratory setting versus the full-scale manufacturing environment of a factory. Speed and signal-to-noise ratio are typically higher in a laboratory, whereas fidelity is higher in a factory. Lastly,
6.2 Development of the Learning Organization

Garvin [59, p. 80] defined a learning organization as “an organization skilled at creating, acquiring, and transferring knowledge, and at modifying its behavior to reflect new knowledge and insights.” The idea of a learning organization is appealing because it portends the existence of an organization able to sustain high performance in changing conditions, a characterization that has come to describe most organizational environments. Despite this merit, the ideal of the learning organization has not been realized [60]. The absence of learning organizations has led scholars like Hackman and Wageman [66] to question “why does a learning orientation not blossom even in TQM organizations?” Why is it so difficult to create a learning organization? Is it even possible to create a learning organization?

Stata provides a clue that it is in fact possible to create a learning organization despite all of the challenges to learning we discussed in Section 5.4.3. Reflecting on Analog Devices’ efforts to become a learning organization, he noted that:

We have found that the best way to introduce knowledge and modify behavior is by working with small teams that have the power and resources to enact change. For example, quality improvement training
starts with the division manager and his or her direct reports. The group not only develops a common understanding of new concepts and language, but peer pressure can also help to bring along skeptics who might otherwise block progress. Moreover, the new knowledge can be immediately transformed into action as an integral part of training [157, p. 70].

Inherent in his observation are at least two principles for changing organizational behavior to emphasize organizational learning: (1) Start with empowered teams to capitalize on their shared knowledge and peer pressure and (2) focus on training. Still, the question remains: how does an organization become “skilled at creating, acquiring, and transferring knowledge, and at modifying its behavior to reflect new knowledge and insights” [59, p. 80]? Are teams and training sufficient to transform an organization into a learning organization? Garvin et al. [60] suggest that there are more building blocks for the learning organization. In particular, they identify three: (1) A supportive learning environment (which includes psychological safety, appreciation of differences, openness to new ideas, and time for reflection), (2) the presence of learning processes and practices (including experimentation, information collection, analysis, education and training, and information transfer), and (3) leader behavior that provides reinforcement of learning. The Learning Organization Survey (los.hbs.edu) is a survey tool intended to help organizations assess their performance on these building blocks. The architects of the survey note that:

Organizations do not perform consistently across the three blocks, nor across the various subcategories and subcomponents. That fact suggests that different mechanisms are at work in each building-block area and that improving performance in each is likely to require distinct supporting activities [60, p. 110].

Little is known about the mechanisms at work in each building-block area. Therefore, an important scholarly and practical contribution would be the identification of the different underlying mechanisms
that govern the development of these building blocks. With greater understanding of the mechanisms, we should gain a better understanding of which behaviors, and in what sequence, result in the development of the learning organization. Additionally, the field would benefit from greater research on the behaviors that enable organizations to overcome the formidable challenges to advancing from step to step inside the learning curve that we discussed in Section 5.4.3.

Providing insight into the behavioral changes necessary to become a learning organization is a critical next step in the evolution of organizational learning research. The next frontier is to provide greater insight into sustaining the learning organization. Part of sustaining this organization is sustaining the knowledge it acquires, as knowledge is the basis for better current practice and the basis for better future practice. Thus, another important area for future research is how organizations manage and store their knowledge. Thus far, scholars have largely focused on routines and people as knowledge reservoirs [5]. However, many more knowledge reservoirs likely exist, including artifacts, relationships, organizational information space, culture and structure [172]. The effectiveness of these reservoirs as the supporting knowledge infrastructure for the learning organizations have yet to be investigated, yet these reservoirs are critical to understanding the development and sustainability of the learning organization. We look forward to research that provides greater understanding of how to effectively use these reservoirs for organizational learning, and to research on how to sustain learning within organizations, more generally.

6.3 Learning Curves for Other Measures of Organizational Performance

Most of the measures of organizational performance in the learning-curve literature map onto cost, quality, or time. Corbett and Van Wassenhove [37] identified cost, quality, and time as the dimensions of competence in the field of operations strategy. Dimensions of competence represent the internal competence of an operation. They indicate how well an operation can perform. Dimensions of competence are also referred to as operations priorities. Competitiveness, on the other hand,
captures an organization’s ability to meet market’s desires. Competence can aid competitiveness, but competence is by no means a guarantee for competitiveness. We anticipate future research on organizational learning curves for both dimensions of competence and competitiveness.

6.3.1 Dimensions of Competence: Measuring Operational Performance

Without a doubt, operations priorities will remain important for organizations. As organizations continue to develop and introduce new products, organizations need to learn to improve cost, quality, and time for the latest products. Thus, we expect learning-curve scholars to continue to study cost, quality and lead-time. Several developments, however, suggest that the field should study additional dimensions of operational performance. The field of Operations Management has spent considerable effort studying supply chain management. Indeed, as Lee [104, p. 105] indicates, “Supply chain management has emerged as one of the major areas for companies to gain a competitive edge.” Furthermore, “Because of shorter and shorter product life cycles, the pressure for dynamically adjusting and adapting a company’s supply chain strategy is mounting” (pp. 118–119). Nevertheless, there is very little overlap in studying organizational learning curves and supply chain management. An observation by Laprée and Van Wassenhove [103], however, illustrates the importance of sound supply chain management for organizational learning curves (and we certainly expect the reverse to hold as well). In a study of Total Factor Productivity for a production line “MLC1,” Laprée and Van Wassenhove [103, p. 63] found that:

The biggest disruptions in TFP were all associated with changes in raw material suppliers. While MLC1 had one preferred, principal supplier (“S”), shortages and/or quality problems at supplier S forced the MLC1 to sometimes use back-up suppliers. Two types of events were particularly disruptive: Having at least 50% of raw materials provided by back-up suppliers, or having to use at least 15% of raw materials provided by a different back-up supplier compared to the previous
month. Changes in raw materials required readjustments in process settings, and sometimes the introduction or deletion of an entire process step.

We anticipate a bigger role for supply chain management practice than a “mere control variable.” As organizations in supply chains move from adversarial relationships to supplier relationships [38], organizational learning plays an important role. How should supply chain partners learn to coordinate processes, learn to reduce inventory levels in the entire supply chain, learn to be more reliable?

Another area that stands to benefit from an organizational learning curve approach is sustainable operations management. Kleindorfer et al. [95, p. 482] use the term sustainability “to include environmental management, close-loop supply chains, and a broad perspective on triple-bottom-line thinking, integrating profit, people, and the planet into the culture, strategy, and operations of companies.” Corbett and Klassen [39] have argued that adopting an environmental perspective can actually lead to unexpected benefits for supply chain performance. The field would benefit from organizational learning curve research investigating issues such as reverse flows, component recovery, energy savings, and end-of-life product disposal.

### 6.3.2 Dimensions of Competitiveness: Measuring Performance in the Market Place

Few studies have investigated organizational learning curves for dimensions of competitiveness. Notable exceptions include failure rates [19, 79], profitability [80], and customer dissatisfaction [98, 101]. Interestingly, all five studies found that in the early stages of an organization, increasing experience improves performance, but eventually the relationship reverses and increasing experience beyond that threshold reduces performance. All five studies investigated relative measures of performance. This begs the question: Is too much experience eventually going to be detrimental, or is there a way to avoid the competency trap of focusing on exploitation at the expense of exploration? What organizational learning efforts can re-ignite improvement after experiencing
a reversal in performance? Can the reversal effect be avoided by accumulating related experience — which Schilling et al. [145] identified as a richer balance between specialized and unrelated, highly diversified experience?

Another fruitful area for future research concerns significant expansion of the set of competitive dependent variables. The Service Profit Chain framework [75] provides some clues. According to the Service Profit Chain, internal quality drives employee satisfaction; employee satisfaction drives employee productivity and loyalty; which in turn enhance service quality; service quality enhances customer satisfaction; customer satisfaction fosters customer loyalty; customer loyalty in turn increases revenues and profitability. So, there is an internal portion of the Service Profit Chain focused around employees who enhance competence. This internal portion of the Service Profit Chain enhances the external portion of the Service Profit Chain that focuses on customers who determine competitiveness. An important notion of Service Profit Chain thinking is that organizations should not only think about individual service encounters, but instead focus on the lifetime a customer spends with the organization. Loyal customers provide the bulk of the revenues for an organization. Consequently, it should be worthwhile for learning-curve scholars to study dependent variables such as customer satisfaction, customer retention, repeat purchase, customer loyalty, and lifetime value of the customer.

6.4 Learning to Improve Multiple Measures of Performance

6.4.1 Trade-offs?

Up to the 1980s, dominant thinking in the field of operations strategy implied inherent trade-offs between operating priorities. “Higher quality could only be obtained at the expense of higher cost.” “Higher flexibility meant longer lead-times.” Ferdows and De Meyer [55] challenged this fundamental trade-off model with their “sand cone model.” Trade-offs could be avoided provided that companies invested in operating priorities in a certain sequence: Quality first, followed by flexibility and delivery, ending with cost (see also [37]). Schmenner and Swink [146]
introduced the notion of an “asset frontier,” which is formed by structural choices made by a company (investments in plant and equipment). Schmenner and Swink proposed that close to the asset frontier firms operate under the law of trade-offs, whereas further away from the asset frontier firms operate under the law of cumulative capabilities.

Evidence has been found to support either view (trade-offs versus sand cone model), but most research has used cross-sectional data, whereas longitudinal research designs are required to truly test the notion of trade-offs versus cumulative progression [143]. The only longitudinal study of performance improvement paths to date is Laprè and Scudder [100]. The authors studied the evolution of cost and quality (measured by customer dissatisfaction) over 11 years for the major U.S. airlines. For high performing airlines the analysis confirmed the predictions from the sand cone model when operating further away from their asset frontiers, whereas trade-offs do occur when operating close to asset frontiers. Studying the learning efforts behind performance improvement paths provides a tremendous opportunity for future research. The only learning-curve study in this space is Ref. [61]. The authors advance the notion that learning to improve one dimension may come at the expense of learning on another dimension. In a sample of 16 hospitals, the authors find evidence of a learning trade-off between efficiency and application innovation. Much more research is needed to better understand organizational learning curves on multiple dimensions. Can operating experience and deliberate learning activities simultaneously drive improvement for multiple measures of organizational performance, or do different performance measures require different learning variables? How would these learning effects differ across different pairs of performance measures? What learning activities can prevent trade-offs?

6.4.2 Longitudinal Data Envelopment Analysis: Competitive Learning

Data envelopment analysis (DEA) is particularly well suited to combine indicators that are measured in different dimensions [30, 120]. Briefly, DEA combines multiple inputs and multiple outputs for several decision
making units. DEA assumes that each unit has its own value system, so no a priori weighting of outputs and inputs are assumed. Each unit is analyzed one at a time to find that unit’s best specific weights. Using these weights, each unit obtains an efficiency rating from 0 (worst) to 1 (best). Units with a rating of 1 are said to be on the efficient frontier, whereas units with a rating less than 1 are off the efficient frontier. Longitudinal DEA could significantly add to the organizational learning curve literature. Future research can investigate questions such as which firms consistently perform on the efficient frontier? Which firms do not? Why do firms move on/off the efficient frontier over time [153]? The questions we raised in the trade-offs section apply here as well. What types of experiences and deliberate learning activities foster competitive learning — staying on the efficient frontier or moving on the efficient frontier? What learning activities can prevent falling off the efficient frontier?

6.5 Conclusion

Two decades later, Stata’s [157, p. 64] observation continues to hold: “the rate at which individuals and organizations learn may be the only sustainable advantage, especially in knowledge-intensive industries.” The variation in learning rates has been the subject of much research. Scholars have furthered our understanding of the organizational learning curve, and delved into the learning process behind this curve. The evidence suggests that this process is a key contributor to the tremendous variation in organizational learning rates. Much work remains to better understand this learning process. Hopefully the avenues for future research that we have proposed will lead to better guidance for organizations to better manage their organizational learning curves.
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